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4th IAJC/ISAM Joint International Conference,

The leading indexed high impact factor conference
on engineering and related technologies.

EDITOR'S NOTE

Philip Weinsier, [IME Manuscript Editor

The editors and staff at IAJC would like to thank you, our readers,
for your continued support, and we look forward to seeing you at the
upcoming IAJC conference. For this fourth IAJC conference, we
will be partnering with the International Society of Agile Manufac-
turing (ISAM). This event will be held at the new Embassy Suites
hotel in Orlando, FL, September 25-27, 2014, and is sponsored by
IAJC, IEEE, ASEE, and the LEAN Institute. The IAJC/ISAM Exec-
utive Board is pleased to invite faculty, students, researchers, engi-
neers, and practitioners to present their latest accomplishments and
innovations in all areas of engineering, engineering technology,
math, science, and related technologies.

I am also proud to report that, based on the latest impact factor (IF)
calculations (Google Scholar method), the International Journal of
Modern Engineering (IJME) now has a remarkable IF = 3.0 and con-
tinues its march toward the top 20 engineering journals. IIME’s sis-
ter journal, the International Journal of Engineering Research and
Innovation (IJERI) also had a strong showing with an IF = 1.58,
which is noteworthy as it is a relatively young journal (only in publi-
cation since 2009). Any IF above 1 is considered high, based on the
requirements of many top universities, and places the journals
among an elite group.

Conference Statistics: Of the submissions for this conference,
there were 466 abstracts from 132 educational institutions and com-
panies from around the world (multiple submissions from the same
authors were not counted). This represented 48 of the 50 U.S. states
and 49 countries were represented. After a multi-level review pro-
cess, only 82 full papers and 19 abstracts were accepted for presen-
tation at the conference and for publication in the conference pro-
ceedings. This reflects an acceptance rate of about 22%, which is
one of the lowest acceptance rates of any international conference.

Copyright © 2013-2014 IAJC. All Rights Reserved.
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Editorial Review Board Members

Listed here are the members of the IAJC International Review Board, who devoted countless hours to the review of the
many manuscripts that were submitted for publication. Manuscript reviews require insight into the content, technical expertise
related to the subject matter, and a professional background in statistical tools and measures. Furthermore, revised manu-
scripts typically are returned to the same reviewers for a second review, as they already have an intimate knowledge of the
work. So I would like to take this opportunity to thank all of the members of the review board.

As we continually strive to improve upon our conferences, we are seeking dedicated individuals to join us on the planning
committee for the next conference—tentatively scheduled for 2016. Please watch for updates on our website (www.IAJC.org)
and contact us anytime with comments, concerns, or suggestions.

If you are interested in becoming a member of the IAJC International Review Board, send me (Philip Weinsier, IAJC/IRB
Chair, philipw@bgsu.edu) an email to that effect. Review Board members review manuscripts in their areas of expertise for
all three of our TAJC journals—IJME (the International Journal of Modern Engineering), IJERI (the International Journal of
Engineering Research and Innovation), and TIIJ (the Technology Interface International Journal)—as well as papers submit-

ted to the IAJC conferences.
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ULTRA-COMPACT GRAPHENE-BASED ELECTRO-OPTIC
MODULATORS ON A SILICON-ON-INSULATOR
PLATFORM

Chenran Ye, The George Washington University; Sarah Pickus, The George Washington University;
Ke Liu, The George Washington University; Volker J. Sorger, The George Washington University

Abstract

Electro-optic modulators (EOM) convert electronic sig-
nals into high-bit-rate photonic data. Its on-chip design
plays an important role in the integration of electronic and
photonic components for various types of applications, in-
cluding photonic computing and telecommunication. Gra-
phene is an emerging material allowing the design of ultra-
compact EOMs due to its extraordinary electro-optic prop-
erties, addressing the trade-offs between high bandwidth
and modulation strength. Two Graphene-based EOM de-
signs are presented here for absorption and phase-shifter
devices. The high-performance Graphene-based absorption
modulator was analyzed numerically, demonstrating an ex-
tinction ratio and insertion loss of 7.77 dB/mm and 0.75 dB,
respectively. This sub-wavelength compact (0.78] long)
absorption modulator is capable of broadband operation
over a 500 nm bandwidth. The second design, a Mach-
Zehnder modulator formed by push-pull Graphene-based
phase shifters, exhibits an insertion loss of ~2.7 dB/mm
with a 5.6 mm arm shifter length operating at telecom wave-
length (1.55mm). These EOM performance results have the
potential to become essential building blocks for optical
interconnects in future integrated optoelectronic systems.

Introduction

The advancement of modern technology is mainly driven
by performance enhancement and cost minimization. As a
promising technology, photonics has the potential to make
optical computing and next generation Internet data rates a
reality. The success and on-going trend of on-chip photonic
integration anticipates a photonic road-map [1] leading to
compact photonic integrated components and circuits. The
electro-optic modulator (EOM) has been identified as one of
the key drivers for optical communication [1-5]. The gen-
eral device function may be perceived as an optical transis-
tor with an optical source/drain and an electrical gate. While
silicon-based EOMs have been demonstrated before, their
device performance numbers are typically limited, due to
weak light-matter-interactions (LMI) and non-linear electro-
optic effects that lead to large device footprint requirements,

usually on the order of millimeters if utilizing a Mach-
Zehnder interferometer (MZI) design [2], [3], [6]-

LMIs are generally used to measure modulation strength
and may be enhanced by deploying high-quality (Q) factor
cavities, such as a ring resonator [3]. However, within the
context of an on-chip design, the narrow spectral band-
width, high power consumption (i.e., energy per bit), and
long photon lifetimes severely limit future development of
this technique. In particular, the modulation bandwidth is
restricted to a few tens of GHz, due to a high-Q factor in the
range of 10-100 thousand. Moreover, the deployment of
such resonance-based photonic modulators is limited by
their temperature-tuning requirements, due to high power
penalties [2], [6]. The footprint and bandwidth constrains
can simultaneously be overcome by enhancing an optical
mode overlap with an actively index-modulated region and
increasing the LMI of an optical mode with an actively in-
dex-modulated material by improving the electromagnetic
field strength [4], [7-10]. In this study, LMI enhancement
was achieved by utilizing a plasmonic Metal-Oxide-
Semiconductor (MOS) type of optical hybrid-plasmon-
polariton (HPP) mode. This concentrates the part of a prop-
agating mode’s field into a nanometer-thin region overlap-
ping the actively index-modulated material, resulting in a
deep sub-diffraction limited mode area [11-15]. Even
though plasmonic waveguides have a fundamental trade-off
between their mode confinement and propagation length,
the HPP waveguide was found to be relatively superior [11],
[15]. This hybrid approach of combining the dielectric
waveguide mode and surface plasmon mode was proposed
and demonstrated to achieve both sub-wavelength confine-
ment and long propagation distances. HPP waveguides have
an improved propagation length with deep sub-wavelength
mode confinement, significantly below the diffraction limit
(i.e., 1/50 of the diffraction limit) [11-15]. However, the
propagation length of a HPP waveguide is obviously shorter
than conventional dielectric waveguides [16], which have
been previously proposed [11] and demonstrated [12], [13].
Here, the results suggest that choosing separated waveguide
and material systems for passive optical data routing and
active data switching can indeed be accomplished by using
a silicon-on-insulator (SOI) substrate and a plasmonic hy-
brid integration architecture [8], [9].

ULTRA-COMPACT GRAPHENE-BASED ELECTRO-OPTIC MODULATORS ON A SILICON-ON-INSULATOR PLATFORM 5



The optically active (i.e., voltage-bias switched) material
takes a second-most-important role in the EOM design.
Some emerging materials with high modulation capability
have been proposed and demonstrated for EO applications
[8-10], [17]. Since its discovery in 2004, Graphene has be-
come a highly regarded substance in the area of electron-
ics because of its high mechanical strength, electrical and
thermal conductivities, and compatibility with silicon [18-
29]. With its unique optical properties, including strong
LMI [21], high-speed operation [28], and gate-variable opti-
cal conductivity [25], [29], Graphene shows a significant
potential for electro-optic applications [10], [17].

In this study, the authors report the design and perfor-
mance details of Graphene-based broadband, ultra-compact
plasmonic EOMs that allow for seamless integration into a
SOI waveguide platform is reported. Two types of EOMs
were investigated for absorption and phase-shift purposes.
One was a plasmonic MOS-type optical absorption modula-
tor and the other an MZI-based modulator formed by Gra-
phene-oxide-silicon phase shifters. The performances of
both EOMs were optimized using a finite element method
with the commercial solver, COMSOL. Their performance
parameters, including extinction ratio, insertion loss, and
bandwidth, were analyzed and are discussed here.

Graphene Electro-optic Modulator

Graphene, a monolayer material with gate-variable optical
conductivity and strong interacting characteristics with
light, is considered as a desired material for future EOM
designs [25], [29]. Moreover, the interaction is tunable by
varying chemical potentials. The extremely high current
density and intrinsic mobility (100 times more than in sili-
con) makes Graphene an attractive material for opto-
electronic devices [10], [17], [18], [28].

The chemical potential, or Fermi level, is considered as
one of the essential properties that determines the optical
conductivity or complex refractive index of a material—in
this case, Graphene. The chemical potential may be tuned
by an electrical gating voltage resulting in an effective index
change of the optical mode, thereby affecting device perfor-
mance. It is, therefore, important to study Graphene’s re-
fractive index as a function of its chemical potential. The
optical refractive index of Graphene, which depends on the
chemical potential, can be calculated by either of two differ-
ent approaches developed by Gusynin et al. [19] and
Stauber et al. [23], two of the most commonly used methods
for the design and analysis of Graphene devices at a 1.55
mm wavelength [5]. Figure 1 depicts the real and imaginary
parts of the refractive index of Graphene for 0.45 <m < 0.55
eV (m. = chemical potential = f{(V})). It is worth mentioning

that the real part of the refractive index, n, slightly decreas-
es, while the imaginary part, k, increases in the range from
0.49¢V to 0.5 eV.

3
—— n (Gusynin)
- = - n(Stauber)
- k (Gusynin)
2¢ - - - k (Stauber) 4

nandx

0.45 0.5 0.55

Figure 1. Complex Refractive Index of Graphene versus
Chemical Potential

By selecting a proper range of chemical potential, gra-
phene can be implemented into two different EOM mecha-
nisms; namely, absorption modulation and phase modula-
tion.

Device Design and Performance

The ultra-compact, 1-size EOM used in this study consist-
ed of an SOI waveguide covered by a passivation oxide
layer and a MOS modulation gate stack placed on top, form-
ing a MOS capacitor (see Figure 2). Note that the Graphene
film is sandwiched into the MOS stack, which overlaps with
the high field density of the HPP plasmonic mode in order
to enhance the LMIs. Applying a voltage bias between the
Graphene and silicon shifts the effective index of the Gra-
phene and, ultimately, that of the propagating HPP mode,
which is the basis of the modulation.

Compared with state-of-the-art Graphene-based modula-
tors [10], [17], the device in this study takes advantage of
the merits of a hybrid plasmonic structure. Instead of using
a Graphene-oxide-silicon configuration, a metal-oxide-
semiconductor stack on the top of silicon waveguide was
adopted in the current modulator. Even though the use of
metals in optical waveguiding adds the per-length modal
loss, the effective mode modulation can be enhanced, lead-
ing to the opportunity to design micrometer-sized devices
with relatively low insertion loss, as discussed here. As a
result, this type of design is highly appropriate for densely
integrated photonic on-chip components.
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ON_State

OFF_State Silicon
ALO,
Au

- Graphene

BOX

Figure 2. Schematic of Sub-1 Graphene-based Absorption
Modulator

As mentioned earlier, the top Gold (Au) metal layer: i)
provides a strong LMI that results in sub-wavelength plas-
monic confinement; ii) provides a convenient electrical con-
tact; and, iii) serves as a heat sink [8], [9], [11-15]. The de-
vice dimensions used for the performance optimization in-
cluded the silicon waveguide core width and thickness (Wg;,
Hy;), a passivation oxide thickness (Z,ussivarion), @ gate oxide
thickness (%), and a device length (L). The effective thick-
ness of Graphene was considered to be 0.7 nm in this study
and could be used in future studies to tune the complex con-
ductivity of Graphene [17].

The extinction ratio (ER) represents the signal discrimina-
tion between the on and off states, and the insertion loss
(IL) quantifies the undesired loss that occurs when light is
propagating through the device with the bias voltage applied
(light-ON state). Both parameters were used to define the
performance of modulation and can be expressed as:

p (Vv 1/ 1

o _ Ltou\"' b TV Orr)

LLiv — —,-, A - N (1)
£ WV, =V )

[L — En — Poul;Vb = I/()N) (2)

in

where, P, (P;,) is the optical power at the output (input) of
the device.

Absorption Modulator (AM)

The model of absorption modulation was built by tuning
the imaginary part of the refractive index, k&, also known as
the extinction coefficient, of Graphene via the bias voltage.
The bias-shifting chemical potential of Graphene results in

the refractive index change shown in Figure 3. Note that
while k shifts dramatically, the real part of refractive index
was only slightly altered. A ‘dielectric Graphene’ at 0.445
eV may be transformed into a ‘metallic Graphene’ at 0.515
eV. The bias voltage required to achieve this transition was
expressed by Low [30] in Equation (3):

5
®
2 4
]
£
- 3 )
3 s
E =4 AV,= 1.7V
o 2 >
2 g,
S £
E g = Au
e 0
s 0 0.2 0.4 0.6
Chem. Potential, u (ev)
Ok, N
0 1 2

Chemical Potential, u (ev)

Figure 3. Selected Chemical Potential Range for an Absorption
Modulator

et ey by 3)

By = 1 4)

The electric field in the silicon adjacent to the Graphene is
approximated using Equation (5):

E, = \/26 P (Vz VSi) )
Esi
where,
hyw = 6.59x107° mzkg/s Planck constant
Vi = 10°m/s Fermi velocity in Graphene
e = 1.6x10™" constant of elementary charge
Vs = 0V bias voltage for silicon
Vi = 1V bias voltage for metal
ng = 1.45x10" doping level on silicon
€o = 6.59x10"° F/m vacuum permittivity
€s;i = 11.68 e silicon permittivity
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x = 3.9 ¢joxide permittivity

F, = 4.6 eV work function of Graphene
F.n. = 5.1eV work function of metal (gold)
He chemical potential

tox thickness of oxide

Vi built-in potential in silicon

In this study, adopting a 5 nm oxide thickness in the de-
vice design only required a 1.7 V bias alternation in order to
enable the modulator to be switched on and off. The de-
tailed performance was analyzed with respect to various
geometrical device changes and is summarized in Figure 4.
Starting by altering the silicon waveguide core with the
fixed passivation and gate oxide thickness (¢,assivarion = tgate =
5 nm), the modulation performance can be improved by
choosing a silicon core height and width that results in the
smallest modal area and longest propagation length—in this
case, captured as the ER/IL ratio.

Both extinction ratio and insertion loss were used to de-
termine device performance. Dk was a main contributor to
ER and was based on Equation (6):

1

ty

R =- ©)

where, T is the transmitted optical signal,

A =47 -—; @

/L

is the incurred loss over the length of the device, L; 1 is the
operation wavelength; and, £ is the imaginary part of the
complex effective HPP mode index. /L is given by Equation

(8): )
7

L,
IL=1-—_2"97 (8)

sl
1,
U

N’

-

The ratio ER/IL is considered as a figure of merit to track
the device’s performance, where the main goal is to maxim-
ize this ratio—that is, a higher £ER and a lower /L.

When tuning the thickness of the silicon core, Dk reaches
the maximum value before the SOI cut-off condition (1/2n.s
= 258nm, ne = 3.0, 1 = 1550 nm) is reached. Here, the field
overlaps dominantly with the active material resulting in an
undesirably high /L. Interestingly, as Hg; shrinks beyond the
cut-off point, the narrower waveguide leads to a lower Dk,
as more fields reside in the plasmonic gap overlapping the
Graphene. However, IL decreases faster with the narrower

Wsas Hg; < 150 nm, which was actually unexpected. Alt-
hough both ER and /L decrease gradually, the ER/IL ratio
exceed the maximum of 9.53, where Hy; = 300 nm and W
= 500 nm, resulting in an optimized design.

0.25

0.23

0.21

0.19

017

0.15

0.13

0.11

1.1

1.0

09

08

IL (dB)

0.7 |

06

05

ER/IL
~N

100 150 200 250 300 350 400
Hg; (nm)

Figure 4. Device Performance with Various Silicon Core
Dimensions
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Two other geometric parameters that affect device perfor-
mance are MOS oxide thickness (Zae), Which controls the
electrostatics of the Graphene, and the passivation layer
thickness (£,4ssivation). The latter originated in the current de-
sign from an experimental consideration in order to protect
the silicon waveguide, allowing the authors to essentially
avoid damage during the fabrication process. Moreover, it
can help tune the mode towards a lower /L, due to the in-
creased field overlap with the low-loss oxide region located
inside the gap.

Keeping Hg; = 150 nm and Wg; = 400 nm constant in or-
der to produce a maximum Dk, the effects of passivation
and gate oxide were investigated and the authors made the
following observations: the thinner the values of #y,.and
Loassivations the stronger the electric field inside the MOS mode
overlapping the Graphene, thus leading to high ER but also
large IL (see Figure 5). According to the study on ER/IL
ratio, ER increases faster with a decreasing f,., leading to
better performance for thinner oxides. As a result, the au-
thors found that 5 nm passivation oxide and 5 nm gate oxide
levels yielded the best results in this optimization. Also,
while smaller oxides result in higher performance, 5 nm was
chosen to allow for higher process control during nanofabri-
cation.

Broadband Potential

In telecommunications, wavelength-division-multiplexing
(WDM) technology has demonstrated superior data and
signal routing, due to the notion of parallelism of data by
using different wavelengths in a single optical fiber. Thus,
future on-chip devices and systems should be compatible
with broadband operation, due to the multiple wavelengths
being used. In order to avoid challenging and failure-prone
tuning of individual resonator-based architectures, the Gra-
phene absorption modulator studied here was investigated
for its broadband operation performance by scanning a
wavelength from 1.30 to 1.85 mm.

Monitoring the performance parameter ER/IL ratio, the
authors found a monotonically increasing value is found for
longer wavelengths [31] (see Figure 6), which can be ex-
plained as follows: while the silicon core height was kept
constant at 300 nm, the cut-off condition of the silicon core
increased with wavelength. Therefore, less optical field
overlaps with the Graphene in the gap, which reduces /L by
a factor of 2x while ER only decreases by a factor of one
third. This high performance over a 500-nm-wide band-
width suggests the capability of broadband operation for the
device and could be helpful for future systems operating
with WDM.
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Figure 5. Passivation and Gate-oxide-layer Effect on Modula-
tion Performance

Phase Modulator

A typical configuration for phase-based modulations of an
optical signal is the MZI structure which includes two inter-
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ferometric waveguide arms of equal length connected be-
tween two 3 dB optical couplers (see Figure 7). The output
intensity, a function of either constructive or destructive
interference, is controlled by the phase shifts. According to
the study of the refractive index of Graphene, this material
possesses a great capability for implementation in phase
modulators. Two chemical potentials, 0.42 eV and 0.51 eV,
were chosen for the model in Figure 8. When the extinction
coefficient, k, remains constant, the phase factor, n, changes
from 2.30 to 0.57. This indicates a great opportunity to
achieve a phase change within two effective modes. Figure
7 shows the design layout of an MZI implemented with
Graphene-based phase-shifter arms. The two arms of the
MZI consist of the Graphene-oxide-silicon waveguide that
may be applied with voltage to modulate the light transmis-
sion.

IL was calculated based on Equation (8), and ER is deter-
mined using Equations (9) and (10):

95| -

ER/IL
| |

2.0 -

85 ™

8.0 I . 1 . I . I A 1 . I .
1300 1400 1500 1600 1700 1800 1900

Wavelength (nm)

Figure 6. ER/IL Ratio over a Wide Range of Wavelengths for
Absorption Modulator

Silicon

SiO;
Y Au
HHHE Graphene

Figure 7. Schematic of Mach-Zehnder Modulator Formed by a Graphene-based Phase Shifter
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where, Dj is the phase change between the two states over
the length of the device, L; 1 is the operation wavelength;
and, Dn,yis the modulated effective mode index of the plas-
monic HPP mode [6]. In order to realize an intensity modu-
lator with the MZI design, a phase change of 7 between the
two arms’ states is required. Thus, the device length is given
by Equation (11):

an

Refractive Index (integer)

0.0 0.2 0.4 0.6 0.8 1.0

Chemical Potential, p (eV)

Figure 8. Selected Chemical Potential Range for Phase
Modulation

In other words, the ER is fixed, while the optical signal
propagates through the entire length of the device. For a
fixed silicon core height of 200 nm, the device performance
was analyzed for various Wg; and passivation oxide thick-
nesses. Here, the thickness of the gate oxide layer was as-
sumed to have been held constant. The main purpose of
optimization is to maximize the ratio of An/IL'L, which
leads to a high Dn,g while decreasing /L and L simultane-
ously. Figure 9 shows that a thinner oxide layer results in
better performance, as is the case for the absorption modula-
tor. In addition, a smaller silicon core height yields a higher
merit ratio. This is because the field has been pushed into

the Graphene gap when the silicon core height is compara-
ble to the cut-off thickness of the pure silicon core mode.
The best design has an /L of 2.76 dB for a 5.65-mm-long
device, a waveguide width of 600 nm, and a passivation
oxide thickness of 5 nm.
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Figure 9. Figure of Merit of Phase Modulator for Various
Silicon Core Width and Passivation Oxide Thicknesses

Electro-optic Performance

The key performance metrics used to characterize an
EOM are the modulation efficiency (energy/bit) and the
bandwidth (i.e., speed). Altering the device’s geometry as
well as the modulator’s ER can optimize both of these along
with IL, as discussed earlier. Tables 1 and 2 summarize the
quantitative performance of Graphene-based absorption and
phase modulators operating at a wavelength of 1.55 mm.
For EOMs, the operation speed is typically limited by RC
delay. For the MOS-based device used in this study, the
authors estimated the speed by choosing two realistic values
between 100 and 1000 Ohms.

For the absorption modulator, there are two optimal
choices, depending on considerations of signal integrity and
speed, which are denoted by bandwidth. Strong signal
switching requires a longer device to achieve a high signal-
to-noise ratio, while a low RC delay time for high-speed
applications is satisfied by a short device length. According
to Table 1, it is obvious that a 2-mm-long device produces
strong data switching of 18 dB with a THz modulation
speed, while a 0.5-mm-short option offers a bandwidth on
the order of tens of THz with a medium signal switching
strength. For the phase modulator, RC delay time along with
bandwidth was estimated (see Table 2). Hundreds of GHz
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of bandwidth could be achieved for high-speed operations
with reasonably low energy per bit in the range. Compared
with the current study of a silicon-based optical modulator
[32], this device gives a VXL =0.78 m - m (V, =" DV =
4.5-3.1=1.4V), which is a few orders of magnitude more
compact and efficient.

Table 1. Quantitative Performance Analysis Optimized Signal
Integrity and Speed for the Absorption Modulator Case

Absorption Modulator Signal Speed
L (Device Length — mm) 2 0.5

R (Resistance — Ohm) 100 - 1000

C (Capacitance — {F) 2.6 0.7
BW (Bandwidth — THz) 3.8-04 15.1-1.5
IL (Insertion Loss — dB) 2.1 0.5
ER (Extinction Ratio — dB) 18 4

V (Voltage — Volts) 35-4.6

E/bit (Energy per bit — £J) 16.2 -28.0 41-7.0

Table 2.Quantitative Performance Analysis for the Phase
Modulator

Phase Modulator

L (Device Length — mm) 5.6

R (Resistance — Ohm) 100 — 1000
C (Capacitance — {F) 4.5
BW (Bandwidth — THz) 22-02
IL (Insertion Loss — dB) 2.7

V (Voltage — Volts) 3.1-45
E/bit (Energy per bit — fJ) 21.7-45.8

Conclusion

In this study, an ultra-compact plasmonic Graphene-based
EOM was proposed and analyzed. Both the absorption and
phase modulators were optimized, based on a finite element
method in COMSOL. The numerical simulation results
show a promising MOS mode for the enhancement of light-
matter interaction. For the absorption modulator, the inser-
tion loss can be reduced to 0.8 dB while the ER remains at
7.8 dB/mm, opening up opportunities for sub-1 EOMs. The
estimated energy per bit was as low as 4.1 fJ/bit, with a
maximum bandwidth of ~15 THz when a 3.5 V voltage was
applied. For the phase modulator, a 5.6 mm compact device

may burn about 20 fJ per bit, while being modulated at ~2
THz. These proposed EOMs have the potential to become
essential building blocks for optical interconnects in future
integrated optoelectronic systems.
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OPTIMAL TUNING OF PI CONTROLLERS SUBJECT TO
PROCESS CONSTRAINTS: EXPERIMENTAL EVALUATION

Constantine Tzouanas, Clear Lake High School; Vassilios Tzouanas, University of Houston—-Downtown

Abstract

A key contribution of the work from this current study is
the experimental evaluation of a new optimal tuning method
and the comparison of its performance to that of classical
tuning methods. The experimental process was an interact-
ing twin-tank system, where water flows from one tank to
the other due to a difference in hydraulic pressure. For this
interacting and non-linear process, and considering only a
PI controller, the study used experimental results to show
that the new tuning method could yield satisfactory perfor-
mance, while user-specified constraints were being respect-
ed.

Introduction

A method was recently presented for the tuning of propor-
tional-integral-derivative (PID) controllers subject to pro-
cess constraints [1]. Compared to other optimal tuning
methods, this method accounts for a number of constraints
such as controlled variable, manipulated variable, and rate
of change for the manipulated variable. Since the PID con-
troller is the most widely used control algorithm in the pro-
cessing industries [2], there has been considerable interest in
developing efficient tuning methodologies for such control-
lers. O’Dwyer [3] offers an extensive list of PI and PID tun-
ing methods. Over the years, methods have been proposed
which result in better control performance and improved
robustness [4], [5]. Most of these techniques are analytic in
nature and require the use of a linear process model. In ad-
dition, a number of methods have been proposed on the
optimal tuning of PID controllers [6-11]. Almost exclusive-
ly, such methods are concerned with optimizing a perfor-
mance criterion and the efficiency of the optimization meth-
odology. None of them, however, consider process con-
straints when they determine the optimal tuning parameters
of the PID controller.

From a practical point of view, it is important to tune PID
controllers subject to operating constraints. Such an ap-
proach helps to improve process reliability, reduce mainte-
nance costs, and strike a balance between control perfor-
mance and system robustness. The method considered in
this study accounts for a number of constraints such as con-
trolled variable, manipulated variable, and rate of change

for the manipulated variable [1]. The objective of the cur-
rent study was to demonstrate the method’s applicability
using an experimental setup and compare its performance to
that of classical tuning methods.

The Tuning Methodology

Consider a process under feedback control, as shown in
Figure 1:

Yalkl 4 (k) mik) Yik)

»O | G, o G, >

Figure 1. Schematic of a Feedback Control Loop

where,

G, s the process model

G, is the controller transfer function
m(k) is the manipulated variable
y(k) is the controlled variable
ysp(k) is the controlled variable setpoint
e(k) is the control error
k is the discrete time instant

In this study, a Pl-only control algorithm was used be-
cause it is sufficient to control the experimental setup. How-
ever, the same concepts apply to a PID controller, as has
been demonstrated with simulation studies [1]. The PI algo-
rithm is given by Equation (1):

mk)y=mk=1)+K_ [(e(k)—e(k—-1))+ % ce(k)] (1)

where,
K.  isthe process gain
ti is the integral time
ts is the execution period

According to the tuning methodology, constraints on the
controlled variable, manipulated variable, rate of change of
manipulated variable, and the expected tuning parameter
range were considered, while an optimization criterion was
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minimized. The optimization criterion can be the Integral
Absolute Error (IAE) or the Integral Square Error (ISE).
Specifically, the integral absolute error is:

k
TAE = N le( ) 2
T LIS
j-0
while the integral square error is:
k 2 3
[p— T ;
ISE = > e(j) )
LJ NS/
=0

Given a process model, a control algorithm, and a desired
setpoint, the objective is to minimize Equations (2) or (3),
subject to the constraints noted in Equations (4)-(8):

Manipulated Variable Constraints:

m, <m(t)y<m, )

Ait,, < Amilt) < A, , 5)

P L U
Vi SR Zy,, (6)
Tuning Parameter Constraints:
T <t <7
L =T, 50 (®)

where, the subscripts LL and UL refer to the lower limit and
upper limit of a variable, respectively.

The Experimental Process

In this section, a short description of the process is pre-
sented along with the non-linear, dynamic model.

Figure 2 shows the twin-tank water system. It is based on
an experimental system at the University of Houston—
Downtown (UHD). In this twin-tank process, water is
pumped into the first tank (Tank 1) using a variable-speed
pump. From tank 1, water flows into the second tank (Tank
2) due to a difference in hydraulic pressure. From tank 2,
water flows back into the reservoir. The control objective is
to maintain the level of tank 2 at a desired setpoint using a
PI controller. The manipulated variable is the speed of the
pump or, more precisely, the DC voltage to the pump. The
controller must account for the upper and lower limit con-

straints of the two tank levels, the pump voltage, the rate of
change for the pump voltage, and the range of tuning pa-
rameters. Figure 3 shows the experimental water tank sys-
tem along with the LabVIEW-based computer control sys-
tem.

Figure 3. The Experimental Setup

For the twin-tank process, a dynamic non-linear system
was developed using material balances. Highlights of this
model are presented next.

Process Model

Tank 1 Model:

dhy Fr,) K,

—=—""—-—-Jh -h

a4 a4 V" ©)
Tank 2 Model:

TSIy SR

a VT o)

16 INTERNATIONAL JOURNAL OF MODERN ENGINEERING | VOLUME 14, NUMBER 2, SPRING/SUMMER 2014



Flowrate Equation (pump curve):

A462.64.V Y _70175.1°
162,641,

. ! (11)
37481.V 2 _78333.V +54356
37481-V,7 - 78333V, + 54356

‘Hi\
o 1‘/h._—i'"zg (12)
r
1"‘( = s
*o (13)
V25

Initial Conditions:
Attime =0, V, = V5, h;= hys, ho= hy, are known.

In Equations (9)-(13), the variables are defined as follows:
h, tank 1 level
h, tank 2 level
F(Vp) flowrate for a pump voltage Vp
K; tank 1 hydraulic constant
K,  tank 2 hydraulic constant
A tank 1 cross section
A, tank 2 cross section

The subscript s is used to denote the values of the varia-
bles at steady-state conditions. Numerical values of these
variables are given in Table 1. In all simulation studies, the
above model has been solved using Euler’s method with an
integration step, Dt, of 3 seconds.

Table 1. Initial Values of Tank Model Variables

demonstrated in Figure 4, the pump cannot deliver water for
voltage values less than about 2.3 VDC.

Pump Curve: Flow rate .vs. Voltage

15000
y = 462.64x% - 7017.5x% + 37481x? - 78333x + 54356

R?=0.9958
12000
¢ F @ Poly. (F)

£ 9000
£
-
£

< 6000
™5

3000

0

2 25 3 35 4 45 5
V (VDC)

Variable Value Units
Vs 2.75 VvV DC
Fis 48.45 cm’/s
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Equation (11) gives the flowrate delivered by the pump
for a given voltage applied to the pump. It is a non-linear
equation and has been developed experimentally. Its ability
to predict experimental data is shown in Figure 4. As

Figure 4. Pump Curve

The values of the hydraulic pressure constants, K; and K,
were calculated using Equations (12) and (13) such that the
level derivatives given by Equations (9) and (10) are zero at
initial steady-state conditions.

Model Validation

Since the previously described model will be used to de-
velop tuning parameters, its accuracy was tested against the
behavior of the experimental process. In an open-loop fash-
ion (i.e., the controller in manual mode), and with the pro-
cess at steady state, the pump voltage was increased from
2.75 VDC to 2.95 VDC. The model response for the level of
tank 2 (blue line) to this step change in pump voltage is giv-
en in Figure 5. Also, Figure 5 shows the experimental pro-
cess response (red line) under the same conditions. It can be
seen that the model prediction and the actual process re-
sponse match reasonably well.

Model Prediction for Tank 2 Water Level

2.8

2.7

26

Pump Voltage (VDC)
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Water Level (cm)
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Time (s)

Figure 5. Model Prediction and Actual Process Response

OPTIMAL TUNING OF PI CONTROLLERS SUBJECT TO PROCESS CONSTRAINTS: EXPERIMENTAL EVALUATION 17




Empirical Model

The tuning method presented earlier can use the non-
linear process model to estimate tuning parameters. Howev-
er, classical tuning methods such as IMC and SIMC require
a linear model. Such an empirical, linear model was derived
using the data from Figure 5. The twin-tank response was
fitted with a first-order-plus-dead-time model. The model is
given by Equation (14) with the units of time in seconds:

\ N1 g, 10
J . L1..3+°¢€

=G ()= ——— (14)

PI Controller Tuning

Three tuning methods were compared using simulation
and experimental studies: the optimization subject to con-
straints method [1], the IMC method [4], and the SIMC
method [5].

Optimization Method

In this study, the integral absolute error was minimized,
subject to a number of equality and inequality constraints.

Equality Constraints

(15)
(16)
AR, K, K,
% (k=L - -2 ) (17)
JA Y} /12 /12
Ah
hl(k)zhl(k—])-l‘A—t](k)At (18)
h(k)y=h(k—1+ AAhtz (k) - At (19)
e(k) :hZ,Sp (k) —h, (k) (20)
V(k)=V (k-=1)+ K_ e[{e(k)—e(k-1)]
r 2n
+ ——ee(k)]
T

i

AV (Y =V, (k) -V (k—1) (22)
Inequality Constraints
Manipulated Variable Constraints:
Vi, Vplk)< Vour (23)

P.IL P 7 P (24)
Controlled Variable Constraints:

y shik)sh,, (25)
Other Physical Constraints:

My <hky<hy, (26)

Tuning Parameter Constraints:

27

Tin (28)
where, the subscripts LL and UL refer to the lower and up-
per limits of a variable, respectively. Such limits are process
dependent and user specified. Table 2 summarizes the upper
and lower limits of the different variables.

Table 2. Upper/Lower Limits for Optimization Method

Variable Lower Limit | Upper Limit
Pump Voltage (V DC) 2.3 5.0
Voltage Rate (V DC/s) -0.17 0.17
Level 2 (cm) 0 9
Level 1 (cm) 0 31
Proportional Gain 0.0 5
Integral Time (s) 1.0 500

The tuning parameters obtained using the IMC and SIMC
methods were used to define a reasonable range for the tun-
ing parameters in the optimization method. As suggested by
the authors in an earlier study [1], the optimization method
was implemented using Microsoft Excel’s Solver function.
The solving method chosen was the GRG Nonlinear engine.

IMC and SIMC Tuning Methods

For the sake of brevity, the equations for these two meth-
ods are given in the Appendix. Table 3 summarizes the tun-
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ing parameters obtained using the three tuning methods.
Also, simulation and experimental results for the maximum
voltage rate of change, IAE, and ISE are included. It is
worth mentioning that the controller execution was set to 3
seconds.

Table 3. Tuning Parameters

275 SIMULATION RESULTS: Pump Voltage

3.65
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3.45

335 ==NEW ==—|MC SIMC

3.25

3.15
3.05
2.95 e

2.85
275
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Time (s)

Pump Voltage (VDC)

. Optimization

Variable Moethod IMC SIMC
Proportional Gain, KC
(VDC/cm) 0.099 0.041 0.155
Integral Time, TI (s) 103.41 198.0 198.0
Max Voltage Rate of 0.17 007 | 026
Change — simulation
IAE-simulation (cm) 46.44 187.71 56.87
ISE-simulation (cm?) 163.31 319.20 145.10
Max Voltage Ra}te of 0.19 0.12 0.39
Change — experiment
IAE-experiment (cm) 189 500 204
ISE-experiment (cm®) 553 1255 403

The closed-loop system performance under PI control was
tested for a setpoint change of 5 cm, using the previously
noted sets of tuning parameters. Simulation and experi-
mental results were obtained using the twin-tank model and
the experimental process, respectively.

Closed-loop Tank 2 Level Control

Simulation Results

Figures 6 and 7 show the simulation results from the eval-
uation of the different tuning methods. Figure 6 shows the
response of the controlled variable, tank 2 level, to a step
change in its setpoint. Figure 7 shows the movement of the
manipulated variable.

1  SIMULATION RESULTS: Tank 2 Level Control

===Setpoint == |MIC SIMC o NEW

Water Level (cm)
O =B N W AR U N 0 WO

0 50 100 150 200 250 300 350 400 450 500 550
Time (s)

Figure 6. Tank 2 Level Control (Simulation)

Figure 7. Pump Voltage (Simulation)

Based on the simulation results and the IAE reported in
Table 3:

1. The optimization method (labeled as NEW) yielded
the least IAE subject to a maximum voltage rate con-
straint of 0.17 VDC/s. In the experimental runs, the
resulting maximum voltage rate of change was 0.19
VDC/s.

2. The IMC method had the largest IAE and ISE but
was the most conservative of the three methods.

3. The SIMC method had an IAE close to that of the
proposed method, but was the most aggressive of the
three methods.

4. The SIMC method had the least ISE of the three
methods. By minimizing the IAE, there is no guaran-
tee that the ISE will also be minimum.

In conclusion, the optimization method performed at least
as well as the widely used benchmark IMC and SIMC tun-
ing methods. It balanced speed of response and control per-
formance subject to constraints.

Experimental Results

In this section, similar results are presented using the ex-
perimental process instead of the process model. Figure 8
shows the closed-loop performance of a PI controller for a
step change in the setpoint for the level of tank 2. Figure 9
shows the change in the manipulated variable.

EXPERIMENTAL RESULTS: Tank 2 Level Control

= SETPOINT —IMC —IMC —NEW

Water Level (cm)

325 375 425 475 525 575 625 675 725 775 825
Time (s)

Figure 8. Tank 2 Level Control (Experiment)
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EXPERIMENTAL RESULTS: Pump Voltage
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Figure 9. Pump Voltage (Experiment)

It is apparent that the experimental results are in agree-
ment with the simulation results and support the observa-
tions made earlier. The optimization method performed at
least as well as, if not better than, the other tuning methods,
while taking into consideration process constraints.

Conclusions

In this study, the tuning method proposed by the authors
in a previous study [1] was evaluated using simulation and
experimental studies on a non-linear, interacting twin-tank
system. A PI controller was tuned, subject to controlled
variable, manipulated variable, rate of change constraints,
other important process constraints, and tuning parameter
constraints. Simulation and experimental results indicated
that the optimization method performed well when com-
pared to the benchmark tuning methods of IMC and SIMC.

Furthermore, this work also dealt with the development
and validation of a dynamic, non-linear model of the twin-
tank process. The non-linear model was employed by the
optimization method in the calculation of tuning parameters.
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Appendix

In this Appendix, the equations for the different tuning
methods used in this study are summarized. It was assumed
that the process model was of the form:

(}p(sjzzilﬁ;f__r (29)
IMC Method [4]:
K N 30)
’ K 7 +8
5, =7, 31

K == (32)

(33)
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ALTERING THE DENSITY OF FERROFLUIDS THROUGH
THE USE OF MAGNETIC FIELDS:
A PROOF-OF-CONCEPT STUDY FOR THE
POST-CONSUMER PLASTIC RECYCLING INDUSTRY

Matthew Franchetti, University of Toledo; Andrew Moening, University of Toledo; Connor Kress, University of Toledo

Abstract

In this study, the authors developed a technique that uti-
lizes a novel process to sort plastic particles of varying
types by using electromagnetic (EM) waves and ferrofluids.
The process involves placing various types of shredded
plastic particles into a tank containing a ferrofluid and sub-
jecting the plastic particles and ferrofluid to an EM wave
using an EM coil. The EM wave creates a density-changing
effect in the ferrofluid and causes the shredded plastic parti-
cles to rise and sink at different vertical levels within the
ferrofluid tank, based on the plastic particles’ respective
densities. This method is an efficient, accurate, and low-cost
method for sorting plastic particles as compared to conven-
tional technologies. Overviews of the methodology, experi-
mental design, and test results are presented here to demon-
strate a proof-of-concept technique. Experimental testing
resulted in a density-changing effect of 2.88% within the
ferrofluid when subjected to the EM wave.

Introduction

Since 1960, the U.S. Gross Domestic Product (GDP) has
increased from $520.5 billion to $15.7 trillion in 2012 [1].
During this same timeframe, waste generation in the U.S.
has increased from 88.1 million tons to 249.9 million tons
[2]. As the U.S. has grown more productive, and as more
goods are consumed, more waste is being generated. In or-
der to address the increased waste-generation problem, im-
proved methods and technologies are required. Recycling is
becoming a more viable option, due to space constraints and
the use of finite resources for the production of goods.
Higher recycling levels can be used as a tool to combat
these problems. If the rate and scale of recycling is to be
increased, the recycling industry and the related sortation
technologies will need to be upgraded and advanced in
terms of accuracy, efficiency, and cost.

Of the products that are recycled from the waste stream,
plastic is of significant importance. Plastic refuse is prob-
lematic for society and has low recycling rates; for example,
the U.S. generated 31.8 million tons of plastic waste in 2011

of which only 8.3% was recycled [2]. Compared with other
commonly recycled materials, such as glass and aluminum
which were recycled at rates of 27.6% and 20.7%, respec-
tively, plastic recycling is significantly lower [2]. With in-
creasing demand for lower-cost plastics and heightened
public attention to environmental concerns, the expanding
recycling industry has provided an opportunity to lower raw
material costs and create jobs. This is expected to be greatly
influenced by the U.S. Recycling Works Program. The Re-
cycling Works Program is a recycling initiative that estab-
lishes a 75% solid municipal waste recycling goal by the
year 2015 [3]. While a recycling rate of 75% may sound
unattainable, as the current national recycling rate is approx-
imately 33% [3], several states and cities have positively
demonstrated that such results can be achieved. For exam-
ple, San Francisco has a recycling rate of 70%, and the state
of California itself has a recycling rate of 58% [2]. In con-
trast to these areas with high recycling rates, there are elev-
en states with recycling rates below 10%, indicating signifi-
cant room for improvement. Along with possible subsidies
from the federal government, the program is expected to
generate 1.5 million new jobs in both recycling and post-
manufacturing waste recovery [3]. In the arena of waste
processing, the costs associated with modern technologies
can be difficult to justify, due to the need for large capital
investments. If federal and state governments were to subsi-
dize these operations, it could significantly influence their
adoption. With this potentially large increase in recycling
levels, the recycling industry would benefit from a technolo-
gy that can quickly and cheaply sort plastic.

The primary objective of this current study was to provide
proof of concept for a new plastic sortation technique that
utilizes ferrofluids and electromagnetic (EM) waves as the
primary mechanism for sortation. The process involves
placing various types of shredded plastic particles into a
tank filled with a ferrofluid. The plastic particles and fer-
rofluid are then subjected to an EM wave generated using
an EM coil. A density-changing effect in the ferrofluid can
be caused by the EM wave. By altering the density of the
ferrofluid, different types of plastic can be made to float to
the surface of the fluid where they can then be skimmed off
as the means of separation. This is an efficient, accurate,
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and low-cost method for sorting plastic particles as com-
pared to conventional technologies. The use of EM waves to
sort metal scrap has been applied previously in the recycling
industry to sort aluminum scrap [4], [5] and for the elimina-
tion of non-ferrous scrap using electromagnetic filtration
[6]. This study expands the use of EM waves in the recy-
cling field to a new application and process related to plastic
materials.

Materials and Methods

In Figure 1 is an image of the experimental setup that was
used for testing. Every component of the system is num-
bered, followed by a corresponding description of each
item.

B3] [4 (b)]

Figure 1. Experimental Setup

1. Solenoid Design

2. Pressure Vessel

3. Ferrofluid

4. Pressure Data Acquisition

a. Manometer

b. Pressure Transducer
5. Thermal Data Acquisition
6. Magnetic Field Sensor

Theory and Calculations

The method developed in this study involved submerging
plastic particles in a ferrofluid. Because the ferrofluid re-
sponds to magnetic fields, it can be manipulated via an ex-
ternally applied magnetic field gradient; the method is based
on the concept that nonmagnetic bodies or magnetic holes in
ferrofluids will experience repulsive forces from sources of
magnetic field gradients [7]. The interrelationship of a mag-
netic moment in a medium with a magnetic field gradient
results in a body force on the medium. This force is known
as the magnetostatic force [8]. The void produced by the
nonmagnetic particle (NMP) possesses an effective magnet-
ic moment equal in magnitude and opposite in direction to
the displaced fluid [9]. Therefore, an NMP in a ferrofluid

with magnetization M is equivalent to a magnetic particle

with magnetization —#4 in a nonmagnetic fluid [10]. Con-
sequently, the force on a nonmagnetic body submerged in a
ferrofluid, provided the magnetic field is relatively constant
across the body volume, can be written as shown in Equa-
tion (1) [10], [11]:

F,, =—pV(M-V)H (1)

where, V' is the volume, x4V is the permeability of free space,

A is the magnetization of the ferrofluid, and 7 is the
magnetizing field. The force expression in Equation (1) was
found and utilized in different applications involving mag-
netic holes [8], [12].

The concept of a solenoid is similar to the concept of a
magnetic field being created by an electric wire. In the case
of a solenoid, the wire is formed into a specific shape to
achieve the desired result. A solenoid consists of a wire,
which is wound into tightly packed coils. For the solenoid
used in this current experiment, the wires were wrapped
around an iron core. The use of a solenoid allows for a uni-
form and controllable magnetic field. The magnetic field of
a solenoid is explained by Equation (2) and Figure 2, as
derived from previous research studies [13]:

B= Mok, e
The test vessel consisted of a 0.2m x 0.2m x 0.2m anti- DY (2., .2 xlip? 2)
static, sealed acrylic box (labeled 2 in Figure 1). The vessel Xy ¥r !
was pressure tested prior to experimentation in order to en- where,
sure the accuracy of the measurements. The experimental Ho = 4ax [10] ~(-7) H/m
configuration allowed for the precise measurement of the _
o . e = 2425
pressure within the ferrofluid by use of a pressure transduc- : _
v s i 1 = 4 Amperes
er (labeled “a” in Figure 1), and the air in the test vessel _
N a1 T diawgwie = 0.002053 m
above the ferrofluid using a manometer (labeled “b” in Fig- _
re 1) X) = 0.025m
e L X2 = 0225m
r = 0.02m
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Figure 2. Single-layer Iron-core Solenoid

From Equation (2), the calculated strength of the electro-
magnet was 0.64 tesla or approximately 6400 gauss. This is
roughly 10 times the amount of magnetic field intensity
needed for the saturation of the ferrofluid, given that the
ferrofluid requires 650 gauss to become excited [13]. A
strong magnetic field was desirable because of the expected
loss of intensity resulting from the rapid change in magnetic
field. This loss is referred to as attenuation. Attenuation is
commonly found when solenoids use an alternating current
to manipulate magnetic fields at the frequency of the cur-
rent. Although this loss is well documented, attenuation
could not be calculated because of the complexity of induc-
tion between the core and ferrofluid.

The change in density of the ferrofluid could not be di-
rectly measured with the test equipment. The ideal gas law
was used to prove a density-changing. The two variables
were related by the following function:

PV=nRT (€))

where, P is absolute pressure, V' is volume, 7 is absolute
pressure, n is the number of moles, R is the universal gas
constant, and 7 is the absolute temperature. Assuming that
the temperature was constant along with R, density would
change inversely with pressure. Since the system was closed
and the text box was rigid and sealed, the volume did not
change by any significant amount. It was hypothesized that
the excitation of the ferrofluid by the EM waves would
cause the density of the fluid to increase. This would in turn
decrease the volume of the ferrofluid causing a vacuum to
be created in the air. Therefore, a data acquisition system
was designed to measure the negative pressure change in the
air in order to derive the pressure change in the ferrofluid.

To measure pressure changes within the ferrofluid, tests
were conducted at three voltages for the EM coil: 5.4V,
10.3V, and 14.4V. For each voltage level, 15 dynamic tests
were conducted within a timeframe of 10 seconds at a sam-
ple rate of 100 samples per second. Before each test, the
ambient pressure of the ferrofluid was measured. During the
first 5 seconds of the test, the measurements were recorded
during EM exposure; during the last 5 seconds, the meas-
urements were recorded at ambient conditions (i.e., with no

EM exposure). The average pressure was calculated for
each of the 15 tests during the exposure to the EM wave
(first five seconds) and with no exposure to the EM wave
(last five seconds). Figure 3 depicts the sample test data at
an input of 5.4 V over the 10-second test interval for two
representative samples.

FerroFluid Pressure, EM Exposure to Ambient

——5.4Volts, 1

=

5.4 Volts, 2

Pressure (psi)

o

4 5 6 7 8 9 10
Time (sec)

Figure 3. Ferrofluid Pressure with an Input Voltage of 5.4V

In all, 15 ten-second tests were conducted for each of the
three voltage levels (5.4 V, 10.3 V, and 14.4 V) for a total
of 45 tests. Table 1 displays the test data for the paired ob-
servations (with and without EM exposure) for the 15 tests
conducted at 5.4V.

Table 1. Paired Ferrofluid Pressure Observations at 5.4V

Ambient Pressure Pressure of

Sample of Ferrofluid Ferrofluid with EM d;
(Pa) Activated (Pa)
1 0.1157 0.1177 -0.00195
2 0.1156 0.1176 -0.00200
3 0.1157 0.1177 -0.00200
4 0.1158 0.1176 -0.00180
5 0.1156 0.1177 -0.00210
6 0.1157 0.1177 -0.00200
7 0.1157 0.1177 -0.00200
8 0.1157 0.1177 -0.00200
9 0.1156 0.1176 -0.00200
10 0.1157 0.1178 -0.00210
11 0.1156 0.1176 -0.00200
12 0.1157 0.1178 -0.00210
13 0.1156 0.1177 -0.00210
14 0.1157 0.1178 -0.00210
15 0.1158 0.1177 -0.00190
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Hypothesis tests were conducted on the results at each
voltage level to compare the mean pressures of the ferroflu-
id with and without EM exposure. The pressures were as-
sumed to be normally distributed and a paired t-test was
conducted at the 0.05 level of significance to test whether
the ferrofluid pressure altered when exposed to the EM
wave at 5.4 V, 10.3 V, and 14.4 V. A paired t-test was se-
lected to account for ambient pressure differences of the
ferrofluid during the tests. For the hypothesis tests, pand 1,
represented the mean pressure of the ferrofluid at ambient
pressure (no EM exposure) and while exposed to the EM
wave, respectively. The null and alternate hypotheses for
each voltage at the 0=0.05 level of significance were:

Hyip =u, “4)
Hypty # 1y 6))
(6)

where, ¢ is the mean pressure difference, s, is the stand-
ard deviation of the pressure differences for the 15 samples,
and 7 is the sample size. Considering a sample size of 15 for
each test, the critical region was t<-2.145 and t>2.145.

Results and Discussion

Table 2 displays the hypothesis test results for the 45
samples (15 samples for each voltage level of 5.4 V, 10.3 V
and 14.4 V).

Table 2. Experimental Data

the temperature of the ferrofluid and EM coil were moni-
tored. The temperature in the coil rose slightly during test-
ing; at the worst case scenario with an input voltage of 14.4
V, the temperature of the coil rose 10 Co. The air and fer-
rofluid within the chamber remained at a constant tempera-
ture throughout all of the testing.

For the proof of concept related to sorting plastic particles
in a more efficient and cost-effective system, the change in
the density of the ferrofluid is the key parameter to allow for
sortation. Table 3 displays the input voltages and the fer-
rofluid pressure changes at 5.4 V, 10.3 V, and 14.4 V. Table
4 displays the densities of several common plastic types.

Table 3. Pressure Change Comparison

Mean Mean
Ferrofluid Ferroﬂulq Difference Difference
Voltage Pressure at  Pressure with (Pa) %)
Ambient EM Activated a o
(Pa) (Pa)

5.4V 0.1157 0.1177 -0.00201 -1.74%
10.3V 0.1157 0.1188 -0.00307 -2.65%
14.4V 0.1157 0.1190 -0.00334 -2.88%

Table 4. Specific Gravities by Plastic Type

Plastic Type

Specific Gravity (Pa)

Polypropylene
Low-density Polyethylene
High-density Polyethylene

Bulk Polystyrene
Polyvinyl Chloride
Polyethylene Terephthalate

0.0916 - 0.0925
0.0936 - 0.0955
0.0956 - 0.0980
0.1050 - 0.1220
0.1304 - 0.1336
0.1330 - 0.1400

Mean Standard
Ferrofluid Deviation of
Pressure Ferrofluid
Voltage Difference | Mean Pressure t-test Decision
& Ambient Difference Statistic
versus EM | Ambient versus
Activated EM Activated
(Pa) (Pa)
5.4V -0.00201 8.484E-05 -6.118 Reject Hy
103V -0.00307 8.484E-05 -8.155 Reject Hy
14.4V -0.00334 9.854E-05 -8.741 Reject Hy

As displayed in Table 2, all null hypotheses were rejected,
indicating that a mean pressure difference exists at the 0.05
level of significance when the ferrofluid is exposed to an
EM wave at each voltage level. From a safety standpoint,

When comparing Tables 3 and 4, a density-changing
within the ferrofluid at a given voltage range will allow
plastic types to sink or swim within the ranges of the density
changes.

It is significant that a change in density within the fer-
rofluid was observed during experimentation by subjecting
the ferrofluid to the EM wave. The experiment indicated a
maximum density change in the ferrofluid of 2.88% or
0.00334 Pa, well within the range of non-olefin plastics.
Based on experimentation results, higher voltages beyond
the test parameters (ranging from 5.4 V to 14.4 V) may re-
sult in higher density changes as well. The ability to control
the density of the ferrofluid makes it possible to sort plastics
of varying densities using similar test configurations
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demonstrated for these experiments. For example, if this
system were being used to sort two plastics with different
densities, the density of the ferrofluid could first be manipu-
lated to be between the two plastic densities. This would
result in one of the plastic types rising to the surface, while
the other type would sink towards the bottom. The plastic
that floated to the surface could then be collected through
mechanical methods, such as skimming.

Conclusions

The experiment provides a proof of concept that it is pos-
sible to manipulate the internal pressures of ferrofluids us-
ing a predetermined EM pulse. After applying a low-pass
filter, the research team was able to determine the resulting
net change of pressure and specific gravity (see Table 3).
When exposed to the pulse, the ferrofluid creates a magne-
tostatic force that causes a decrease of specific gravity. This
novel method offers several advantages over existing meth-
ods for the sortation of plastic particles. This method is able
to sort shredded plastic particles, whereas the most com-
monly used method of near infrared scanning is utilized for
whole plastic containers. From a cost standpoint, the ferro-
EM method requires significantly less equipment and space
versus the most common method of using differential fluids.
The differential-fluid method requires several sequenced
tanks containing fluids of different densities to cascade the
plastic particles through and achieve sortation. This fer-
rofluid-EM-based method would only require one tank and
less fixed equipment to move the particles through the sys-
tem, thereby achieving cost advantages.

Limitations of this study and possible sources of error are
related to the ferrofluid type that was used for the study; for
this study, an oil-based fluid was utilized that was pur-
chased from a third-party vendor. Due to the limitations of
the research equipment, only a voltage range between 5 V
and 15 V could be tested; larger voltages may cause larger
density-changing effects based on the test results. Finally,
the tests examined short time frames of 10 seconds. Larger
test windows may produce different results and will be ex-
plored in future studies. Additionally, the different types of
plastics have overlapping specific gravities and densities;
this may result in different plastic types with the same spe-
cific gravity floating at the same magnetic field exposure.

This study serves as a proof of concept of the ferro-EM
method of sorting shredded plastic. From this experiment,
the research team will progress into stage two of this experi-
ment and re-examine the core design and the frequency of
the voltage in order to maximize and refine the magnetic
pulse to produce more accurate changes in the specific grav-

ity of the ferrofluid. Future plans also include the design and
creation of a larger scale test setup.
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AN AUTONOMOUS PASSIVE RFID-ASSISTED MOBILE
ROBOT SYSTEM FOR INDOOR POSITIONING

Kumar Yelamarthi, Central Michigan University

Abstract

Indoor positioning systems (IPS) locate objects in closed
structures such as warehouses, hospitals, libraries, and of-
fice buildings, where Global Positioning System (GPS) typ-
ically does not work due to poor satellite reception. Inher-
ently, indoor positioning has been a vital challenge facing
industry for a long time. Most of the available IPS operate
based on optical tracking, motor encoding, and active RFID
tags, often limited by accuracy or high hardware costs. An-
swering this challenge, the author of this current study de-
veloped a new passive radio frequency identification-based
(RFID) localization system for indoor positioning using a
mobile robot. The concept is based on placing passive RFID
tags in a uniform triangular fashion for low tag density, and
using an RFID reader on a mobile robot for localization and
navigation. The inputs to the proposed systems are location
coordinates stored on the RFID tags, and their respective
time of arrivals as read by the RFID reader. The proposed
system first estimates its location using a centroid method
then utilizes time difference of arrival (TDOA) to accurately
estimate its position and trigonometric identities to estimate
its current orientation. Experimental results demonstrated
that the proposed system can effectively perform indoor
positioning in order to navigate to its destination with an
average accuracy of 0.07 m, while avoiding any obstacles in
its path.

Introduction

Since the industrial revolution, machines have increasing-
ly become more efficient and effective in assisting humans
in a variety of tasks. In recent years, advancements in robot-
ics have had a profound impact on the personal and profes-
sional lives of people around the world [1-9]. In industry,
robots have become commonplace due to the difficult and
often time-consuming tasks they can handle with uniformi-
ty, speed, and precision. Though the intellectual ability of
industrial robots has matured in certain applications, it has
not grown proportionally in certain applications. For in-
stance, there has been tremendous interest in applications of
navigation assistive robots that operate in unstructured envi-
ronments, but limited development.

One of the fundamental challenges in mobile robotics and
warehouse management is indoor positioning. While Global
Positioning System (GPS) is a widely accepted solution for

outdoor operation, its accuracy is very limited indoors due
to lack of satellite reception. Responding to this challenge
of indoor positioning and navigation would be of immense
help for several applications such as navigational assistance
for the blind, tour guide robots, inventory and asset track-
ing, and healthcare [1], [10-12]. With the primary applica-
tion of radio frequency identification (RFID) being object
identification, RFID technology has seen significant growth.
While it can be used to efficiently identify an object, its
scope is challenging in localization. According to Chunag
[13], robust implementation of RFID-based positioning for
a mobile robot is a challenging task, especially when using
passive RFID tags, as communication between tag and read-
er is sensitive to the environment.

For a mobile robot to reach a certain location with a high
degree of accuracy, it has to localize itself with the sur-
rounding, calculate the shortest and safest route to its desti-
nation, monitor its path for obstacles, and safely travel the
path towards the destination avoiding these obstacles. Such
smart robots with indoor localization abilities can serve
multiple applications. Identifying this opportunity, the au-
thor presents here the research, design, and implementation
of an autonomous mobile robot and passive RFID-based
positioning and navigation system, as shown in Figure 1.
The proposed system utilizes a passive RFID system with
three antennas placed in a triangular fashion for increased
read range, and an array of ultrasonic (sonar) sensors in
front of the robot to allow for maximum visibility of obsta-
cles. Utilizing a combination of methods and an array of
systems, the proposed IPS performs localization with an
average accuracy of 0.07m.

Previous Work and Research
Objectives

Robot Navigation

Robot navigation is its ability to find a safe path from a
starting position to the end goal, while localizing itself in
the environment using sensorial data. Given a map and a
goal location, path planning involves finding a geometric
path from the actual location of the robot to the goal/target
[12]. While obstacles might remain static, the mobile robot
holds a different purpose as it must evaluate its continuously
changing trajectory in the environment.
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Figure 1. Prototype of an RFID-based Indoor Positioning
System

Many methods have been attempted in order to achieve an
ideal path-planning algorithm for an indoor positioning ro-
bot. These methods are all different and all have positive
and negative effects on the path of the robot and the overall
project. A few methods that have been proposed in the past
are Rapidly Exploring Random Trees (RRT), Generalized
Sampling-based Methods, and Visibility Graphs [12]. RRT
operates by accumulating environmental data and creating
random probability paths over time based on the relative
distance of the object to the robot. It allows the robot to
traverse several different areas without exclusivity as it can
continue to interact and adapt to new environments by con-
tinuously analyzing and computing the probability of an
object’s existence. The problem with RRT is that it does not
allow for direct and optimal time travel to an end goal. Also,
while it can analyze the environment efficiently, it fails at
minimizing the time to reach the end goal as its computa-
tional power is focused on calculating probabilities. Overall,
a problem in RRT is that it produces a path with many
branches over time, due to its inherent behavior of using a
randomized technique [14].

RFID Localization

Many different methods have been proposed for localiza-
tion of RFID systems including Angle of Arrival (AOA),
Received Signal Strength Indicator (RSSI), and Time of
Arrival (TOA). An AOA measurement determines the angle
between the transmitter/receiver line and the reference di-
rection [15], with accuracy highly dependent upon the num-
ber of receivers or the rotating device, and is more suitable
for operating outdoors. RSSI, on the other hand, uses signal
strength to determine the distance between sender and re-
ceiver [15]. The advantage of this method is its cost effi-

ciency and ease of implementation. The disadvantage, how-
ever, is that it requires heavy computation and extensive
prior knowledge of the environment.

In addition, several researchers have proposed algorithms
to increase the accuracy of RFID positioning. Chunag [13]
utilized RFID technology along with object localization in
order to locate tag locations. He used AOA and signal
strength to determine the location of the RFID tags, but per-
formance was limited to an average accuracy of 0.62 m.
Schneegans et al. [16] focused on using RFID vision-based
snapshots for mobile robot self-localization and obtained an
accuracy of 0.4 m. Park and Hashimoto [17] used trigono-
metric functions and RFID tags’ Cartesian coordinates in a
regular grid-like pattern and stated that the RFID tag place-
ment pattern should be adapted through experiments to suit
different applications; then were able to obtain an average
accuracy of 0.1 m. Kim and Chong [18] validated mobile
robot docking with an RFID transponder in the area occu-
pied by obstacles. Their algorithm quantifies the potential
error in the Direction of Arrival (DOA) estimate through
dual-directional RFID antenna. While each of these meth-
ods serves the basic purpose, all have limitations including
accuracy, obstacle detection, and cost. Improvement of
these projects presents a feasible RFID system to accurately
detect a position while indoors.

Time of Arrival (TOA) is another method that operates
based on estimating the distance between the sensor and
target nodes with the presumption that this distance is di-
rectly proportional to the propagation time [19]. While this
method can deliver promising results, it has two limitations.
First, all sensor nodes and target systems must be precisely
synchronized at the microsecond level. Second, all transmit-
ted signals must have a timestamp incorporated into them in
order to accurately estimate the distance traveled. These
challenges in the TOA method can be overcome using the
Time Difference of Arrival (TDOA) method, where the dif-
ference in signal arrival time at different sensor nodes is
used for target localization. The TDOA measurement de-
fines a hyperbolic area with the possible location of the tar-
get with two paired sensors as foci.

Research Objectives

In this current study, the problems in existing RFID-based
localization and navigation algorithms were considered and
a potential solution was developed using a passive RFID-
based indoor positioning system for a mobile robot. Present-
ed here is a model that addresses the uncertainties in exist-
ing RFID-based localization systems by combining centroid
and TDOA methods. With the assumption that the environ-
ment in which the mobile robot travels is well structured
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with uniformly placed RFID tags, and the obstacles along
the navigation path are primitive geometrical objects
(straight with regular inclination and/or circular), the author
developed a hierarchical localization and navigation algo-
rithm with system architecture, as presented in Figure 2.

Passive RFID Tagged Environment

TDOA Method

T~

Centroid Method

Estimator

Localization

o - e e e = = = o= = - - - - - = = = - -

Robot Navigation

Figure 2. Proposed RFID Positioning System Architecture

Design Implementation

The RFID Positioning Robot’s chassis presented in Fig-
ure 1 was based on an iRobot platform [20]. The embedded
system of the RFID Positioning Robot was classified into an
input module and an output module, where the input module
consisted of the localization device, the obstacle detection
sensors, and the user input device. The output module con-
sisted of the position display and the robot platform. Both of
these modules were interfaced using an embedded micro-
controller that serves as the central command module and
provides information regarding the current location. Locali-
zation is performed using a SkyeTek DKM10 system [21];
obstacle avoidance navigation is performed using an array
of ultrasonic range finders [22]. Three RFID reader anten-
nas, 4;, A, A;, were mounted on the top of the robot in an
equilateral triangle in order to obtain an RFID tag read
range of nearly 360°, as presented in Figure 3.

Localization

Localization of the proposed RFID positioning robot was
performed using a mobile robot equipped with an RFID
reader and three antennas placed as shown in Figure 1, and

RFID tags placed on the floor in a triangular pattern, as
shown in Figure 4. The absolute coordinates of the tag loca-
tion are stored on the respective tags and sent to the reader
upon request. During navigation from start to the destina-
tion, the RFID reader continuously monitors a scanning
radius, r, and reads all of the tags in the vicinity. In addition
to reading tag data, the system also records time of arrival
from each tag. As read range of passive RFID tags is sus-
ceptible to factors such as multipath fading, tag orientation,
distance, etc., a combination of methods was used in the
proposed system.

Figure 3. Theoretical Read Range of RFID Reader Antennas

Y
X X X X RFID Reader
Range
X X X X X . Mobile Robot
X

% % RFID Tag

X X
X X

X X X X X

> X

Figure 4. Triangular Placement of Passive RFID Tags and
Read Range of RFID Positioning System
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First, preliminary localization was performed using a cen-
troid method. With the three RFID antennas placed on the
robot, coarse location could be performed by identifying the
antenna that would read the respective tags (see Figure 3).
For instance, when a tag is read only by antenna A, it can
be broadly stated that the tag is potentially located in re-
gions 1, 2, or 6, as marked. Similarly, if it is read by antenna
A,, the tag is potentially located in regions 2, 3, or 4. With
this foundation, passive RFID tags were placed in a triangu-
lar fashion for increased accuracy and lower density [23]
with their respective locations stored on each tag. When the
centroid-based localization [24] starts, the RFID reader
scans the area and sequentially gathers information on all
tags read and stores it in the memory. When all of this infor-
mation is obtained, the position of mobile robot (xX,se-7, Vpose-
1) is estimated through Equations (1) and (2), where N rep-
resents the total number of passive RFID tags read, and
(x1,y0), (x2,¥2), ..(xnyn) are the locations of the respective
tags.

: { Vo e f 1
M X, Vyyeeens Vi } TMEX{ Vs Vaseens Vi b

- pose—i o)

Second, localization was further performed using TDOA-
based hyperbolas. To get a clear understanding of the
TDOA method, consider a hyperbola with the transverse
axis aligned with the y-axis, as in Figure 5, with the charac-
teristic equations [see Equations (3)-(5)], where a is the dis-
tance from the center to either vertex; b is the length of the
perpendicular segment between each vertex and the asymp-
totes; and, c is the distance from the center to either of the
focus points. For any point P(x,y) on either vertex, the abso-
lute difference between the eccentricity |d>-d;| is always
equal to twice the distance between the center and the ver-
tex. The proposed TDOA method works based on the as-
sumption that the RFID reader is located somewhere on the
hyperbola and uses the intersection of two or more hyperbo-
las to identify its respective location.

y_»bc_l G)
a

a+b’=¢ 4)
‘dz—d1’=2a 5)

Consider a region where passive RFID tags (N, N,, N3,..)
are located at random locations ((x;,y;),(x2,)2),(x3,3),..), as
in Figure 6. When the RFID reader initiates its inventory
search routine, it marks the TOA of each tag read in its
sensing radius as 7, T,, T3 ... Once this information is ob-

tained, the reader designates the tag with the lowest TOA as
the reference tag then draws hyperbolas between the refer-
ence tag and three other tags. In the example presented in
Figure 6, N, was identified to be the reference tag and hy-
perbolas were drawn between N; - N,, N; - N;, and N; - N,.
Per the hyperbola characteristic equations [see Equations (3)
-(5)],if T; and T, were TOA to N; and N,, the distance be-
tween vertexes to the center could be computed using Equa-
tion (6), where V is the speed of target signal. Furthermore,
based on the location of N;, and N,, the distance between
the tags, ¢, and length of the perpendicular segments from
each vertex to the asymptotes, b, can be computed using
Equations (7)-(8).

Figure 6. Intersection of Three Hyperbolas to Estimate RFID
Reader Location

O  RFID Tags

x  RFID Reader
Hyperbola for N1 & N2
Hyperbola for N1 & N3
Hyperbola for N1 & N4 7
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Figure 5. Embedded Geometry of Hyperbola [25]
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With this foundation, consider a two-dimensional area
(x,y) with four RFID tags (N4, Np, N¢, Np) and their respec-
tive signal times of arrival from the target being T4, T3, Tc,
and Tp, respectively. If Tp is the lowest then the TDOA
between Np and the other nodes can be calculated using
Equations (9)-(11), and the distance between the nodes can
be calculated using Equations (12)-(14). Solving Equations
(12) and (13) for target location yields Equations (15)-(17);
solving Equations (13) and (14) yields Equations (18)-(20).
Furthermore, solving Equations (18) and (20), the
intersection hyperbolas and the position of the RFID reader
(Xpose-2, Vpose-2) based on TDOA can be estimated using
Equations (21)-(22). Finally, the true position (Xposes Ypose) Of
the RFID robot can be estimated using Equation (23).

Tou =Tp-T, ©)
(10)
(11

J o5 ”v v \ ¢!:'1.7 1 1\_“:[/\!71
XY WK e ) T e (13)
dyrrv -y —x Y+ v —v ) =V (14)
yovi JT V\ . i / \-/ . o l i
y=kx+Db, (15)
k= (TUCxA _mec)/(TUAyC - TDCyA) (16)

2 2 2 2 2
TDA (Xg"'y(,)_ TDB (_X,'A +y/,‘) + V TDBTDA (TDA - TDB) (17)
27535 = 2Ty,

y=kx+b, (18)

kz = (TDBxA - TDAxﬁ)/(TDAyB - TDByA) (19)

T I T S T S R S ¢ SO AR
I\ XpT V" e\ XaT Y TV foptpalipa T ip)
Pl WO 7l AP £ (20)
° 2T v, =2T v,
285 ¥~ 2 Y
+ —{h BN
A pose—2 —‘\1/2 1/1!’/ ‘\lwl 7 2", (21)
—kx.+h (22)

Lo T T {7 \
nal XpT YV, 1 s XV, J*IT/ ippina\ipi T ipgj (23)

g
~
3

27 v, —27T v
“*DAYB  “*DBJA

Obstacle Detection and Avoidance

The first step in obstacle avoidance is to accurately iden-
tifying the location of the obstacle with respect to the robot.
With an array of ultrasonic range finders at the front of the
robot, (see Figure 7), a clear 180° obstacle-detection range
can be obtained. Based on the preliminary assumption that
these sensors are evenly spaced, the angle between any two
consecutive sensors can be computed using Equation (24),
where 7 is the number of sensors in the array. Accordingly,
the angle between any two consecutive sensors was found to
be 25.71°. In addition, the angle of sensor-i with respect to
the front of the robot was calculated using Equation (25).
This information would assist in performing a coarse esti-
mation of the location of the obstacle. When a sensor de-
tects an obstacle, it outputs a distance, d, as marked in Fig-
ure 7. With each sensor having a unique obstacle detection
angle, the location of the obstacle can be detected with fine
accuracy using basic trigonometry. To do this, first find the
coordinates of origin (x,, y,) then find the coordinates of
each respective sensor using Equation (26), where i is the
number of sensors. When the robot starts navigating, the
sonar array continuously looks for obstacles and each sensor
computes the distance (dy, d;, ds... d;) to the obstacles and
determines its respective position using Equation (27).

Origin: (x0.y0)

Figure 7. Placement of Ultrasonic Range Finders on the Robot
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When the ultrasonic range finder determines the potential
location of an obstacle, the robot will determine the rota-
tional angle for avoiding the obstacle. As presented in Fig-
ure 8, if the obstacle is determined to be in front of the robot
at an angle &°, the robot will turn by («+90)°, move forward
until the sonar-0 no longer detects the obstacle within the
unsafe zone then track the distance by x,. At this point, the
robot will turn by -90°, move forward until sonar-0 no long-
er detects the obstacle in the unsafe zone then track the dis-
tance by y,. Later, the robot will turn by -90°, move forward
by x4 and again turn by 90° to reach coordinates on the
original route. At this point, it will recalculate its position,
compute the new rotational angle in order to reach its desti-
nation then move accordingly.

Y

4

D Obstacle
. Mobile Robot

Destination

RFID Tag

, Projected
5 Route

Obstacle
. Avoidance
X X X Route

Figure 8. Obstacle Avoidance Subroutine

Robot Navigation

Two important factors in robot navigation are localization
and obstacle avoidance. The proposed mobile robot per-
forms this localization using the TDOA method described
earlier, and uses trigonometric identities to calculate its
route to the destination. Assuming that the robot is at origin-
O (x,,),), and is provided its destination coordinates (x,.),
it will calculate the rotation angle (8,igin-zesr) and distance

(dorigin-dest) Using Equations (28) and (29) in order to reach
the destination. Next, it rotates by O,igin-desr and starts mov-
ing towards the destination and designates this current angle
as O..ren Later, and periodically every 100 ms, the onboard
RFID system estimates its current location (x, y.) and recal-
culates the new angle (,,en:) to the destination using Equa-
tion (30). If the angle is found to be approximately equal to
zero, the robot moves forward towards the destination. If
not, the robot rotates accordingly and then moves towards
the destination. In this manner, the robot repeats its rotation
and forward movements until it reaches the destination. As
the robot is moving forward, the onboard ultrasonic range
finder constantly scans for potential obstacles. If any obsta-
cle is detected, the obstacle avoidance subroutine (presented
in the previous section) is invoked and the robot moves
around it.

(28)

(29)

>
|

Yawrent

(30)

Experiments and Results

The proposed approach was validated through a proof-of-
concept system to perform passive RFID localization, and
analyze the average error in doing so. The aim here was to
demonstrate the feasibility of a dependable system for in-
door positioning; to this end, several experiments were con-
ducted focusing on testing each sub-system including: 1) the
robot’s movement accuracy; 2) the obstacle detection range;
and, 3) RFID localization.

First, the robot’s movement accuracy was tested via two
different experiments [4]: following a line segment and fol-
lowing a complex path. The first experiment aimed at test-
ing the basic functionality of the robot to track a straight
line. The initial position of the robot was set to (0.5,0.5),
and the destination was set to (5,5); the respective move-
ment pattern is shown in Figure 9. After 10 trial runs, the
average position error at the destination was calculated to be
0.04 m. The second experiment aimed at testing the robot’s
movement when turning at acute angles. The initial position
of the robot was set to (0,0), and the destination was set to
(2.5,2.5), with acute turns at multiple locations, as shown in
Figure 10. After 10 similar runs, the average position error
at destination was calculated to be approximately 0.07 m.
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Figure 10. Robot Movement Accuracy while Turning at Acute
Angles

Second, the robot’s ability to sense the environment and
detect obstacles through the ultrasonic range finders was
tested. Obstacles were placed at different distances from the
robot and tests were performed while the robot was either
stationary or moving. The sensing area was tested up to 1.5
m, due to the scope of this project. While the ultrasonic sen-
sor can read up to 3 m, obstacles within the range of 1 m
would be of importance. Figure 11 shows the distribution of
the accuracy after 500 readings. From the data, it was found
that distances less than 1 m had an error rate under 5%. In
the scope of this proposed system scale, obstacles at dis-
tances greater than 1 m were not given any priority.

Finally, the efficiency of the proposed passive RFID lo-
calization for mobile robots was evaluated through multiple
experiments: In the first experiment, the initial position of

the robot was set to (0,0), and the destination was set to
(2.1,1.8), as shown in Figure 12. For this test in an indoor
environment, 33 passive RFID tags were placed in a trian-
gular pattern over an area measuring 3m x 3m, with spacing
of 0.6 m between tags. During this preliminary test, the en-
vironment was free of obstacles. At the beginning, the rota-
tion angle was computed using Equation (28) as the robot
started moving towards its destination. Periodically, every
second, the onboard RFID reader obtained an inventory of
all tags in the vicinity for localization. Whenever the calcu-
lated position was found to be 0.05 m away from the ideal
position on the route (green dots), a new rotational angle
was calculated using Equation (30); the robot then rotated
towards the destination accordingly. Repeating the experi-
ment through multiple trials provided further validation, and
an average positioning accuracy was found to be 0.076 m,
as presented in Table 1.

601

1 1 1.1 1.

3% % .55 |
ormalized ¥ stemes

Figure 11. Accuracy of Ultrasonic Rangefinder at Different
Distances

Y
3.0 1 x x x x x ¢} Mobile Robot
X Destination
2.4
x x x x x x Ideal Route
. -== Actual Route
1.8 1 X X X 1% ) X
',‘A’." X RFID Tag
/.,’
124 % X X 4 X X X
,7
Pl
o
0.6 1 X o7% X X X
e
/’/
04 x X X X X X
T T T T T T > X
0 0.6 1.2 1.8 2.4 3.0

Figure 12. RFID Positioning under Experiment 1
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Table 1. RFID Localization Results of Experiment 1 from
Multiple Trials

Trial Error
No. Measured X (m) | Measured Y (m) (m)
1 2.09 1.85 0.050
2 2.05 1.86 0.078
3 2.17 1.76 0.080
4 2.03 1.78 0.072
5 2.20 1.82 0.100
Average 0.076

To validate the accuracy of the proposed RFID localiza-
tion in the presence of obstacles in the travel path, a second
experiment was conducted with a similar setup (see Figure
13). After several trials, it was found that the robot was able
to efficiently avoid obstacle and still reach its destination
with an accuracy of 0.07 m—a video demonstration is avail-
able on the Internet [26].

Y
3.0 1 X X X X X '\' \,' Mobile Robot
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0 0.6 1.2 1.8 24 3.0

Figure. 13: RFID Positioning under Experiment 2

Table 2 shows a quantitative comparison of the proposed
IPS with published previous work. The object localization
strategy proposed by Chunag [13] is clearly limited by its
localization accuracy and tag density compared with the
system proposed here. In addition, the Chunag system uses
active RFID tags that are expensive, larger in physical size
due to an onboard battery, and require periodic mainte-
nance, unlike passive tags. Schneegans et al. [16] proposed
an RFID snapshot-based method for localization with a very
low tag density. This was achieved at a high cost of locali-
zation accuracy, thereby limiting the overall effectiveness of
the system. On the other hand, Park and Hashimoto [17]
proposed a localization strategy similar to the design of this
current study. However, their system was limited in all three
factors of localization accuracy, tag density, and absence of
an obstacle avoidance mechanism. A direction-sensing
RFID system was proposed by Kim and Chong [18] to

demonstrate that localization could be performed in the
presence of a large number of obstacles. While a good
study, it used active RFID tags that require periodic mainte-
nance, and was not tested in the presence of multiple RFID
tags to warrant real-time implementation. While the differ-
ential-driving robot proposed by Han et al. [23] had locali-
zation accuracy close to the system proposed here, its per-
formance was limited by a very high tag density and a lack
of an obstacle avoidance system.

Table 2. Comparison of IPS with Previous Work

Localization .
Method RFtIpretag ?::curac; (Ei‘g tigsl/srlg)
(m)

[13] Active 0.62 4.33

[16] Passive 0.40 2.0

[17] Passive 0.14 9

[18] Active n/a n/a

[23] Passive 0.09 350
Proposed Passive 0.07 3.66

To compare cost effectiveness, consider an inventory
warehouse on the order of 100 m>. While the number of
RFID tags required for this warehouse is large, and with the
current price of passive and active tags at $0.15 and $25,
respectively, a simple calculation will show that the RFID
tag implementation cost of the proposed system is very low
compared to other systems. Furthermore, when the cost of
the mobile robot used in this current system ($150) is com-
pared with similar robotic systems ($4000 and above), the
cost effectiveness of the proposed indoor positioning system
is clearly evident.

Conclusion

In this study, the author developed an efficient passive-
RFID-based indoor positioning method. The aim of this
proposed approach was to perform accurate localization
based on information read from the passive RFID tags in the
vicinity. Unlike other methods found in the literature, the
proposed method does not require additional sensors or sys-
tems to evaluate the navigating environment. In this current
system, the proposed IPS was validated through indoor ex-
periments, including but not limited to the robot’s move-
ment accuracy, obstacle detection system, and RFID posi-
tioning system. The results of this study demonstrated that
the proposed system would be adequate in providing mobil-
ity for several applications. Future work of the proposed
work will include navigating the system through dynamic
environments, reducing the tag density, and increasing the
overall system robustness to operate in harsh environments.

AN AUTONOMOUS PASSIVE RFID-ASSISTED MOBILE ROBOT SYSTEM FOR INDOOR POSITIONING 35




Acknowledgment

This research was conducted from Central Michigan Uni-
versity’s Early Career Investigator grant number C61984.
The authors would like to thank the anonymous reviewers
for their feedback in improving the quality of this presenta-
tion.

References

[11  Yelamarthi, K., Sherbrook, S., Beckwith, J., Wil-
liams, M., & Lefief. R. (2012). An RFID based Semi-
Autonomous Indoor Tour Guide Robot. Proceedings
of the IEEE International Midwest Symposium on
Circuits and Systems, (pp. 562-565). Boise, ID.

[2] Hehn, M., Ritz, R, & D’Andrea, R.
(2012). Performance Benchmarking of Quadrotor
Systems Using Time-Optimal Control. 4 utonomous
Robots, 33(1), 69-88.

[3] Yelamarthi, K. (2012). RFID-Based Interdisciplinary
Educational Platform to Improve the Engineering and
Technology Curriculums. Journal of STEM Educa-
tion: Innovations and Research, 13(5), 46-51.

[4] Gueaieb, W., & Miah, M. S. (2008). An Intelligent
Mobile Robot Navigation Technique using RFID
Technology. IEEE Trans. Instrumentation and Meas-
urement, 57(9), 1908-1917.

[5] Das, A., Thakur, D., Keller, J., Kuthirummal, Kira,
Z., & Pivtoraiko, M. (2013). R-MASTIF: Robotic
mobile autonomous system for threat interrogation
and object fetch. Proceedings of SPIE 8662, Intelli-
gent Robots and Computer Vision XXX: Algorithms
and Techniques, doi:10.1117/12.2010720.

[6] Kumar, V., & Michael, N. (2012). Opportunities and
challenges with autonomous micro aerial vehi-
cles. The International Journal of Robotics Research,
31(11), 1279-1291.

[71 Heng, 1., Zhang, A. S., & Yap, R. (2012). A Novel
Design of a Human-Robot Finger Controller. Interna-
tional Journal of Modern Engineering, 13(1), 18-26.

[8] Thamma, R., Kesireddy, L. M., & Wang, H. (2012).
Centralized Vision-Based Controller For Unmanned
Guided Vehicle Detection. International Journal of
Modern Engineering, 12(2), 58-65.

[9] Bryan, C., Grenwalt, M., & Stienecker, A. W. (2011).
Embedded Onboard Control of a Quadrotor Aerial
Vehicle. International Journal of Modern Engineer-
ing, 12(1), 5-10.

[10] Yelamarthi, K., Haas, D., Nielsen, D., & Mothersell,
S. (2010). RFID and GPS Integrated Navigation Sys-
tem for the Visually Impaired. [EEE International

(1]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

(21]

(22]

(23]

(24]

Midwest Symposium on Circuits and Systems, Seattle,
WA.

Dancer, K., Martin, W., Rock, K., Zeleny, C., &
Yelamarthi, K. (2009). The Smart Cane: An Electri-
cal Engineering Design Project. Proceedings of
ASEE North Central Section Conference, Grand
Rapids, MI.

Sezer, V., & Gokasan, M. (2012). A Novel Obstacle
avoidance algorithm: Follow the Gap Method. Ro-
botics and Autonomous Systems, 60(9), 1123-1134.
Chunag, L. (2012). Object localization strategy for a
mobile robot using RFID. Master’s Thesis, Depart-
ment of Computing Science, Umea University, Umea,
Sweden.

Ardiyanto, 1., & Miura, J. (2012). Real-time Naviga-
tion Using Randomized Kinodynamic Planning with
Arrival Time Field. Robotics and Autonomous Sys-
tems, 60(12), 1579-1591.

Zhang, Z. (2011). I am the Antenna: Accurate Out-
door AP Location using Smart phones. Proceedings
of ACM MobiCom, Las Vegas, NV.

Schneegans, S., Vorst, P., & Zell, A. (2007). Using
RFID Snapshots for Mobile Robot Self-Localization.
Proceeding of European Conference on Mobile Ro-
bots, (pp. 241-246). Freiburg, Germany.

Park, S., & Hashimoto, S. (2009). Autonomous Mo-
bile Robot Navigation Using Passive RFID in Indoor
Environment. /[EEE Transaction on Industrial Elec-
tronics, 56(7), 2366-2373.

Kim, M., & Chong, N. (2009). Direction Sensing
RFID Reader for Mobile Robot Navigation. /EEE
Transactions on Automation Science and Engineer-
ing, 6(1), 44-54.

Amundson, 1., Sallai, J., Koutsoukos, X., & Ledeczi,
A. (2010). Radio interferometric angle of arrival esti-
mation. Lecture Notes in Computer Science, 5970, 1-
16.

iRobot Create Programmable Robot, iRobot. Re-
trieved Aug 12, 2013, from: http://www.irobot.com/
en/us/learn/Educators/Create

SkyeModule M10 Developer Kit, Skyetek. Retrieved
Aug 12, 2013, from http://www.skyetek.com

SRF-04 Ultrasonic Range Finder, Robot Electronics.
Retrieved Aug 12, 2013, from http://www.robot-
electronics.co.uk

Han, S., Kim, D., & Lee, J. (2007). An Efficient Lo-
calization Scheme for a Differential-Driving Mobile
Robot Based on RFID System. [EEE Transactions on
Industrial Electronics, 54(6), 3362-3369.

Yun, S., Lee, J., Chung, W., & Kim, E. (2005). Cen-
troid Localization Method in Wireless Sensor Net-
works Using TSK Fuzzy Modeling. Proceedings of
International Symposium on Advanced Intelligent
Systems, (971-974).

36 INTERNATIONAL JOURNAL OF MODERN ENGINEERING | VOLUME 14, NUMBER 2, SPRING/SUMMER 2014



[25] Peng, P. (2009). A Cooperative Target Location Al-
gorithm Based on Time Difference of Arrival in
Wireless Senor Networks. Proceedings of IEEE In-
ternational Conference on Mechatronics and Auto-
mation, (696-700). Changchun, China.

[26] An Autonomous Passive RFID-Assisted Mobile Ro-
bot System for Indoor Positioning. (n.d.). Retrieved
Aug 12, 2013, from http://people.cst.cmich.edu/
yelaml1k/rfid_positioning_robot.mov

Biographies

KUMAR YELAMARTHI received his Ph.D. degree
from Wright State University in 2008. He is currently an
Assistant Professor of Electrical Engineering at Central
Michigan University, Mt Pleasant, MI. His research inter-
ests include RFID, embedded systems, robotics, integrated
circuit optimization, and engineering education. He has
served as a technical reviewer for several international con-
ferences and journals, and has published over 75 articles in
archival journals and conference proceedings. He is a mem-
ber of the Tau Beta Pi engineering honor society, the Omi-
cron Delta Kappa national leadership honor society, and a
senior member of IEEE. Dr. Yelamarthi may be reached at
k.yelamarthi@jieee.org.

AN AUTONOMOUS PASSIVE RFID-ASSISTED MOBILE ROBOT SYSTEM FOR INDOOR POSITIONING

37



IMPLEMENTATION OF ROBOT JOINT TRAJECTORY
CONTROL: AN APPLIED METHOD

Shaopeng (Frank) Cheng, Central Michigan University

Abstract

Accurate point-to-point (PTP) robot motion is the most
essential of industrial robot applications. It requires the joint
controller to control each robot joint according to the joint
motion specification. In this paper, the author discusses the
key concepts and technologies related to implementing pro-
grammable robot joint trajectory control systems. The de-
veloped method affords the integrated solutions on the spec-
ification, control, and interface of joint motion variables in
the microprocessor-based control systems. This includes
robot point-to-point (PTP) motion trajectory, joint dynamics
and independent servo control, trajectory planning function
and parameters, motion data representation in the microcon-
troller, proportional-integral-derivative (PID) control, pulse-
width-modulation (PWM) control interface, and a DC motor
drive circuit. As a result, the control principle, requirements,
and relevant relationships are introduced to aid the designer
in completing the design quickly without mistakes or confu-
sion. A case study shows the application of the method and
the performance of a designed single-joint trajectory control
system.

Introduction

The trajectory of an industrial robot is the time history of
the motion of robot tool-center-point (TCP) within the ro-
bot’s working envelope. It has been shown that if all robot
joints start and stop their motions exactly at the same time
during a given robot point-to-point (PTP) motion, the ro-
bot’s TCP will move in an unpredictable, but repeatable,
trajectory with a uniform trajectory distance [1]. Because of
this trajectory characteristic, it is possible for the robot to
move the TCP in a safe, reliable, and collision-free manner.
In industrial robot systems, such a trajectory has already
been implemented as the basic PTP motion control instruc-
tion and used in advanced PTP motions like straight-line
trajectory control [2].

Robot trajectory control is a large, complex, and im-
portant subject. On the one hand, some studies looked at
theoretical developments of the subject and provided analyt-
ical solutions to some specific problems such as robot tra-
jectory planning and closed-loop robot control systems [3-
7]. However, the applied issues of trajectory control solu-
tions ranging from system specification, data representation,

and function implementation in digital microcontrollers
have not been fully addressed [8]. On the other hand, com-
mercial industrial robots and motion control products have
intensively implemented the robotics and control theories
for enhanced product functions, but their documentation
usually has very little information about how the relevant
theories and technologies are applied in their product de-
signs. Consequently, control and robotics engineers at dif-
ferent levels often find themselves at positions in which
they use the functions of the commercial products to do
robotic and motion control applications, but with only a
limited understanding of the theories and technologies im-
plemented in the design.

In this paper, the author tries to fill in some of the tech-
nical gaps in robot trajectory control by presenting an inte-
grated discussion on the specification, control, and interface
of joint motion variables in microprocessor-based servo
control systems. The objective is to develop an applied
method in which the specified motion trajectory of a given
joint with unknown joint parameters can be accurately con-
trolled by a closed-loop digital motion control system. It is
expected that this method can be used in controlling all
joints of a robot arm for basic and advanced PTP motions.
To achieve this goal, the author established an applied
framework on closely related issues including joint dynam-
ics and independent servo control, joint trajectory planning,
motion data representation in a microcontroller, proportion-
al-integral-derivative (PID) control, pulse-width-modulation
(PWM) control interface, and DC motor drive circuits. Rel-
evant control principles, requirements, and relationships
were logically introduced and precisely formulated to aid
the designer in completing the implementation task faster
and easier with less confusion. The method was successfully
applied in the case study of implementing programmable
digital joint servo control systems that are able to control
the motion trajectory of DC motor-powered joint systems.

Joint Dynamics and Independent
Servo Control

Controlling all robot joints to follow their desired trajec-
tory functions in real-time is a very complex task. This is
because the joint dynamics equation is nonlinear due to the
coupled joint inertia, centrifugal force, and gravity of the
robot arm [3]. To implement robot trajectory control, a de-
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centralized independent joint control scheme was developed
and used by partitioning the nonlinear joint dynamics equa-
tion into a linear, second-order joint servo system and a
nonlinear, model-based computational torque disturbance
applied to the servo system. This means that the PTP motion
of a robot arm can be controlled by each independent single
-input, single-output (SISO) closed-loop joint position con-
trol system with the characteristics of high disturbance re-
jection and accurate trajectory tracking [6], [7]. In this
study, this control scheme was implemented as a digital
closed-loop joint trajectory control system that controlled a
single revolute joint through a trajectory module and a servo
control module, as shown in Figure 1.

Position

UTIVETI

Reavolute Joint

Figure 1. Block Diagram of Digital Closed-loop Joint Position
Trajectory Control System

The dynamics of an independent revolute joint can be

represented by a linear, second-order differential equation
of joint position ¢(?) as given in Equation (1):

M

where, J,, and B,, are the equivalent inertia and viscous
damping of the joint, respectively, and #; is the required
driving torque transmitted from the motor toque, ¢, through
gear ratio N [1], [6]. Analytical results showed that joint
parameters J,, and B, in the joint dynamic equation natural-
ly produce a large system time constant, which usually
causes a long settling time, #;, of the joint response to a joint
position change and a large position lagging in joint position
tracking control [5], [6]. For implementing joint trajectory
control in this study, it was assumed that: 1) the joint pa-
rameters J,, and B, were unknown, and 2) the DC motor
was able to generate the required torque, #;, during a joint
PTP motion.

As shown in Figure 1, prior to conducting a PTP motion,
the trajectory module receives the desired trajectory param-
eters of a PTP motion from the upper-level robot control
system (or a user interface) and stores them in the specified

32-bit registers of the microcontroller. During the PTP exe-
cution, the trajectory module uses the chosen position tra-
jectory function to generate the desired joint position value
and send it to the servo control module for joint motion con-
trol. The servo module provides the joint system with two
fundamental abilities: position tracking and disturbance
rejection. The good position tracking ability allows the joint
to quickly move to and stabilize at a new joint position
within a short settling time, #,. The strong disturbance rejec-
tion ability allows the system to greatly reduce position in-
accuracy caused by unexpected system parameter changes
and shaft torque disturbances. To implement the digital ser-
vo module, the closed-loop control system must sample all
analog trajectory and servo information on a fixed, regular
interval called sampling time, 7. At a particular sampling
cycle, k, the desired joint position, g,(k), generated from the
specified joint position trajectory function is compared with
the sensor-measured actual joint position, g(k), to create the
position error, e(k). The controller then uses the position
error, e(k), and the designed PID control algorithm to cal-
culate the required position control command u(k) and con-
verts it into the corresponding PWM signal for controlling
the joint through a DC motor drive circuit.

Joint Trajectory Planning Functions
and Parameters

To coordinate all robot joints for conducting a PTP mo-
tion that results in a repeatable robot trajectory, the upper-
level robot control system must perform the following steps
for determining the common travel time, #; used by all robot
joints:

1. Calculate the required travel distance of each joint for

the required PTP motion as Dg =g,— ¢;;

2. Calculate the required travel time of each joint in the
PTP motion by using the allowable joint maximum
velocity and the required joint travel distance, Dg;

3. Choose the longest joint travel time as the common
travel time, #; for all joints in the PTP motion;

4. Calculate the actual joint travel velocity, w = (Dg)/t;
for each joint; and,

5. Send the specified values for #r and w to each joint
control system.

Based on the required joint travel time, #; and velocity, w,
each joint control system must plan how to physically carry
out the joint motion in real-time. In robot trajectory plan-
ning, the desired joint position trajectory, g,(¢), is generated

from the desired velocity trajectory profile, 0. (¢t). Trape-
zoid and S-curve velocity profiles are realistic for an actual
robot joint to implement because of the finite joint accelera-
tion and deceleration used in these two profiles [1], [3], [4].
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To simplify the discussion, the author of this current study

used a symmetrical trapezoid velocity profile, #.(¢), as in-
dicated by the blue line in Figure 2. Under this profile, the
revolute joint starts a PTP motion from the initial position,
qi, at zero velocity and accelerates at constant acceleration,
a, until reaching the required joint velocity, w (i.e., the
cruise velocity) at time #,. The joint continues to move at
cruise velocity, w, until decelerating at time (#— #,) with a
constant deceleration of —a. At time #; the motion stops at
the destination position, g The joint position trajectory
function, g,(f), in Figure 2 can be mathematically modeled
by three blended motion segments, as shown in Equation (2)

[1].
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Figure 2. Trapezoid Velocity Trajectory Profile

Since the joint PTP travel time, #; and joint cruise veloci-
ty, w, are usually given by the upper-level robot control
system, the joint control system must determine the corre-
sponding acceleration, a (or deceleration, —a). From the
{&,-6)

. . [ ). .
relationship 7, = —+—1—""in Equation (2), the acceler-
T a @

ation, a (or deceleration, —a) is determined by Equation (3):
@’ 3)

wt, —{(G,—8)

a=

Joint Motion Data Representation in
a Microcontroller

The digital microcontroller in the servo module updates
all trajectory and servo values at sampling time 7. A 32-bit
Time Register is available in the microcontroller that holds
the current processor time, ¢, measured as the total number
of sampling cycles, k, executed since system power-up or
reset. The conversion from time ¢ to sampling cycles of the
microcontroller is given by Equation (4):

“

where, ¢ and 7 must be in the same units. Considering that
most commercial microcontrollers have sampling time 7’ in
microseconds (s), then the number of sampling cycles in
one second is given by Equation (5):

(6))

During a joint PTP motion, the microcontroller continu-
ously samples the position trajectory function, ¢,(t), at each
sampling time, 7. The sampled desired position, g.(k), in
degrees at a particular cycle, k&, must be converted to a
signed integer, c,(k), in counts and stored in the 32-bit De-
sired Position Register. The conversion is determined by the
sensitivity, S,, (in counts/degree) of the digital position sen-
sor used in the joint control system, as given by Equation

(6):

I

Ak Z
R

2 ©6)

YN O Af
J = AN

For example, if the sampled desired position is g (k) =
139 degrees and the digital sensor sensitivity is S, = 11.38
counts/degree, the corresponding converted value is cy(k) =
+1581.82 counts, which is then saved as the signed integer
of cy(k) = +1582 counts in the Desired Position Register.
Similarly, the specified values of cruise velocity w and ac-
celeration (or deceleration) a in Equation (2) must be con-
verted into the corresponding unsigned value in counts/
cycle and counts/cycle’, and stored in the 32-bit Velocity
Register and Acceleration (or Deceleration) Register, re-
spectively. The corresponding conversions are given by
Equations (7) and (8), respectively:
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where, the value of cycles is defined in Equation (4) or
Equation (5). For example, if the sampling time of the mi-
crocontroller is 75 = 256 ps, after the conversion, the trajec-
tory parameters—w = 120 degrees/sec and acceleration a =
405 degrees/sec’—become small floating-point values of
0.3496 counts/cycle and 0.0003 counts/cycle®, respectively.
If the microcontroller does not support the floating-point
unit, the floating-point numbers must be represented as
fixed-point numbers in the registers. To do this, the first 16
bits of the Velocity Register and Acceleration (or Decelera-
tion) Register can be used as a scaling factor of 2'¢ =
65,536, which is multiplied by the converted small floating-
point values obtained in Equations (7) and (8), as shown in
Equations (9) and (10):

(€))

241

) s ) 1.2 ol
Ji_ = a{counts/cycie” jx 27 (10)

G{ COUIS/CyCic -
- i Fixed-Porii

For example, with Equations (9) and (10), the velocity w
=120 degrees/sec and acceleration a = 405 degrees/sec” are
finally represented as fixed-point integer values of 22,906
counts/cycle in the Velocity Register and 20 counts/cycle in
the Acceleration Register, respectively.

It is important to note that correct conversions of motion
data are critical for implementing a digital joint control sys-
tem. Clearly, the sensitivity, S,., of the chosen digital posi-
tion senor affects the accuracy of the converted motion data.
In general, if a digital rotary position sensor measures the
joint position of one revolution by a total of n digitized
counts, the sensitivity, S,, of the sensor and the smallest
position angle, Dg (i.e., resolution) to be measured by the
sensor are given by Equations (11) and (12):

S =36nO" (an
I
AO= (12)

€

Tuning-up PID Control Function

The PID controller in the servo module is designed to
improve the transient and steady responses of the joint-to-
joint position changes. It works by calculating the control

command, u(#), based on the joint position tracking error, e
(%), as given by Equation (13):

de(1) (13)

where, proportional gain K, amplifies the error, integral
gain K; amplifies the accumulation of the errors over time,
and derivative gain K, amplifies the changing rate of the
error. For digital PID implementation, it is necessary to dis-
cretize the PID calculation by approximating the integral
and derivative terms, as given by Equation (14):

aeii) eij—ei—i,)
~ — and
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where, T is the sampling time of the microcontroller and &
is the number of sampling cycles defined in Equation (4). If
T, is small enough, this approximation is accurate. Thus, the
PID calculation becomes:

WET V=K olkTY+ K TN

By referencing the iterations (i.e., cycle numbers, k) in-
stead of time t=kTy, the PID algorithm can be expressed as
shown in Equation (16):

b —eth =) (16)
= |
] )

where, e(k), e(k-1), ... are samples of position error, e(?), at
the k™, (k-1)™, ... sampling cycles, respectively. The rela-
tionships of PID gains between PID algorithm and PID cal-
culation are K’, = K,,, K’; = K; " Ty and K’y = K,/T, which
show how sampling time, T, affects the actual PID gain
values used in the PID algorithm. Similarly, the value of u
(k) must be converted to counts and saved in the 16-bit Mo-
tor Commander Register with the sign bit. Most commercial
motion controllers have the built-in PID algorithm. In this
case, the designer only needs to manually tune up three PID
gains for a fast and stable joint position step-response with-
out using the mathematical model of the joint system. How-
ever, this task can be complicated as a change in one gain
can shift the optimal settings of the others.

In general, a large proportional gain, K, gives the joint
control system a quicker response and a stronger ability to
reject any disturbance appearing in the system. However, if
K, is too large, it can cause large system overshoot and even
instability. The derivative gain, K, acts like a damper to
reduce system overshoot. However, if K, is too large, the
system response may become slow. The integral gain, K, is
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used to eliminate the steady-state error and should be as
small as possible. This is because the integral term is calcu-
lated from the sum of the present and all previous position
errors. A small K; can still make the integral contribution
large enough to eliminate the final error of the system in a
long historic windup. If X is too large, the integral contribu-
tion to the control output, u(k), can be too much within a
short period of time, causing the system to overshoot or
even become unstable. Commercial motion controllers gen-
erally provide a settable integral limit term to cap the total
contribution of the integral term so that an unruly amount of
power will not be delivered if the joint is to jam or simply
find itself against a travel limit.

The best way to complete the tuning task is to change one
gain at a time while observing the response of the joint to a
commanded position through the use of a position trace
facility such as a scope. The procedure is as follows:

1. Initialize K;and K, to zero, and K;to a small value.

2. Start to increase K, until the joint position shows an

underdamped step-response.

3. Increase K, until the joint position is critically
damped.

4. Repeat steps 2 and 3 until the system becomes slight-
ly noisy (i.e., the grinding sound). Back off the K,
and K, values for a final, reasonably quiet system.

5. Increase integral term K; from zero to a small, non-
zero value to eliminate the final position error.

6. Set the integral limit to be a large value to prevent the
integral contribution to u(¢) from being saturated.

The Principle of the PWM Control
Mode

In the servo module, the digitized PID control command,
u(k), needs to control the analog DC motor of the joint. One
commonly used interface technology is pulse-width-
modulation (PWM). The magnitude, or width, of a PWM
pulse signal is defined by its duty cycle, ¢, within a PWM
period, T, as ¢/T, ranging from 0 to 100%, as shown in Fig-
ure 3. Under PWM control mode, the microcontroller con-
verts the PID control command, u(k), into signed PWM
pulses and sends them out from the PWM sign pin and mag-
nitude pin.

The method of converting the absolute value of |u(k)| into
PWM magnitude is also shown in Figure 3. First, |u(k)| is
divided by the maximum counts, 4, of the 16-bit PWM
Command Register without a sign-bit to define the PWM
duty cycle, as shown in Equation (17):

PWM(%):“’(Aﬂxloo%z%xloo% (17)

where, 4 = 2'° = 32,768. Then, the converted PWM duty
cycle is digitally scaled by the maximum counts, C, of the
11-bit Resolution Register, as given by Equation (18):

PIVM = "Lk (18)

A

where, C =2'"' = 2,048. In this way, the wu(k)-controlled
PWM duty cycle finally becomes a number of “high” signal
counts on the PWM magnitude pin within each PWM peri-
od, 7. For example, if u(k) = +12,345 at sampling cycle £,
the converted PWM magnitude will be (12,345/32,768) *
2,048 = 771.56 = 772 counts. This means that the PWM
magnitude pin will be “high” for 772 counts and “low” for
the remaining 1276 counts within each PWM period, T.
Obviously, the PWM period, 7, should be much shorter
than the sampling time, T, of the microcontroller in order
for the PWM magnitude to precisely represent the sampled
PID output, u(k), in the servo module.

N
\
: ih

\

Figure 3. PWM Duty Cycle and Magnitude Generation

DC Motor Driver Circuit

The sign-magnitude PWM signal generated by the micro-
controller must be applied to an H-bridge driver circuit, as
shown in Figure 4, in order to control the direction and
speed of the joint DC motor. In the case where a “high”
signal on the PMW sign pin defines the “forward” joint ro-
tation, then the logic circuit in Figure 4a sets the MOSFET
switches SW4 and SW2 constantly closed and open respec-
tively; and, the PWM magnitude, or duty cycle, controls the
connection of the DC motor to the source, V', by closing
and opening MOSFET switch SW1 with the modulated
PWM pulses. The logic circuit also works for the case in
which the “low” signal on the PWM sign pin defines the
“reverse” joint rotation. In both cases, the ON/OFF switch-
ing of Vto the DC motor will have little effect on the motor
rotating performance as the PWM period, 7, is very small,
resulting in the PWM frequency (1/7) being significantly
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larger than the natural frequency of the motor rotor. This
means that the motor does not respond to the ON/OFF cycle
of V,, except when being driven by an average voltage,
Vg, Which is controlled by the PWM magnitude as V4, =
Vs " PWM (%). For example, if V= 12 V and the PWM
magnitude is 30%, then the actual average voltage that
drives the DC motor is 12V x 0.3 =3.6 V.

High SW4
=
DIRECTION —— \High ~.__ Low SW2
B — I O
I — I y L
| | —
...... | | inr nn
PWM | b i i
UL

(b) H-Bridge Driver
Figure 4. DC Motor Direction Control and Drive Circuit

Case Study

The method developed in this study was used to imple-
ment a joint trajectory control system, as shown in Figure 5.

Figure 5. An Implemented Digital Joint Motion Control
System

In the system, the motion controller from Performance
Motion Devices (PMD), Inc. controls a DC-motor-powered
revolute joint to perform the required PTP motion following
a user-specified symmetric trapezoid velocity profile (see
Figure 2). Although the trajectory module was implemented
with the trajectory algorithm provided by the PMD motion
controller, the user must program the trajectory module with
user-specified trajectory parameters. In this case study, the
performance of the system was tested by moving the joint
from an initial position of g; = 0 degrees to a final position
of g;= 90 degrees, with a required travel time of #= 1.0463
seconds and a cruise velocity of w = 120 degrees/s. From
Equation (3), the corresponding acceleration (or decelera-
tion), a, and blending time, #,, in the position trajectory
function were determined to be:

a: — — =
ok, —(6,.—-6,)

Thus, the desired position trajectory function, g,(f), used for
the required joint PTP motion, was established with Equa-
tion (2) to be:

et —1,)=1200—17.76

Three sample joint position values were directly calculated
from the desired joint trajectory position function, g,(?):

0,(t =0.154) =202.5x (0.154)> = 4.802°
0,(t=0.307)=120x (0.307) —17.76 = 19.08°

0,(t = 0.845) = 90— 202.5(1.0463— 0.845)* = 81.79°

In the servo module, a quadrature incremental encoder
was attached to the joint shaft. For one revolution of joint
rotation, the sensor generated a total of 1024 square-wave
pulse signals from channel 4 and channel B, respectively.
Because the two signals were offset by 90 degrees, one sig-
nal (channel 4 or B) will always lead by 90 degrees, which
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makes it possible for the PMD motion controller to detect
the joint rotation direction. Also, the total count of the lead-
ing and trialing edges of the two 90-degree offset square
pulses per joint revolution was n = 4 x 1024 = 4096/rev.
Thus, from Equations (11) and (12), the sensitivity, S,, and
the smallest position resolution, 46, of the quadrature en-
coder in the servo module were:

S, =——=——-—=11.38 counts/degrees
3607 360
o1 360 _
Al =—= =0.08/9 degrees/count
< 4 05 =

The sampling time of the PMD motion controller was 7=
256 us. From Equation (5), one second is equal to 3906.25
cycles in the PMD motion controller. From Equations (6)-
(10), the required joint trajectory parameters of the initial
position (¢, = 0°), final position (qr= 90°), velocity (w =
120%s), and acceleration or deceleration (a = 405°/s%) were
converted into the corresponding register values of the PMD
motion controller, as shown in Table 1.

Table 1. Joint Trajectory Parameters and Conversions

" Ty=0.78 " 256; thus, the actual integral gain of K; = 0.78
used in the PID calculation was small, which is consistent
with the PID tune-up method discussed earlier. The integral
limit of 40,000 set for the integral term was large enough
for K’;to generate an integral contribution in order to elimi-
nate the final joint position error.

|!7 —— AX1 Commanded Position W

A1 Actual Position

0 200 400 800 200 1,000 1,200 1,400 1,600
miliseconds

Figure 6. Step-Response of Joint Servo Position System

Table 2. Tuned PID Gains

PID Gains Values
Trajectory Parameter Converted K’ 3500
Parameters Values Parameter Values b
K, 200
Initial Position ¢; 0 degrees 0 count K, 500
Final I;osmon +90 degrees +1024 counts Integral Limit 40000
U
Cruise Velocity The specified trajectory parameters from Table 1 and PID
120 deg./sec. 22906 ts/cycl . .
w cesee countsieyeie gains from Table 2 were sent to the PMD motion controller
Acceleration 405 dog/sec.® 20 revele? through the user-developed PTP motion command file in
P eg./sec. counts/cycle Table 3.
Decelzratlon 405 deg./sec.” 20 counts/cycle? Table 3. Joint PTP Motion Command File

The PID control function in the servo module was imple-
mented by the PID algorithm of the PMD motion controller.
Using the “Scope” facility provided by the PMD motion
controller, the gains of the PID controller were manually

tuned for a fast and stable step-response, as shown in Figure
6.

As indicate by Figure 6, the joint was able to reach and
stabilize to an instantaneous position change of 35.1 degrees
with a settling time of #, = 400 ms. The tuned PID gains are
listed in Table 2. The large K, of 3500 provided the system
with a good ability to generate a fast response and reject
disturbance, while the K’; of 500 reduced the system over-
shoot. The integral gain K ’; of 200 was the result of K ;= K;

SetProfileMode 0 ; select trapezoid trajectory mode
SetPosition 1024 ;input destination position (90 deg.)
SetVelocity 22906 ;input cruise velocity (120 deg./sec.)
SetAcceleration 20 ;input acceleration (405 deg./sec?)
SetDeceleration 20 ;input deceleration (405 deg./sec?)
SetPositionLoop 0, 0, 3500 ;input prop. gain K, (3500)
SetPositionLoop 0, 1, 200 ;input integral gain K, (200)
SetPositionLoop 0, 2, 500 ;input derivative gain K, (500)
Update ;Execute command file

During the PTP motion, the PID control command, u(f),
was automatically converted into the PWM sign and magni-
tude that control the DC motor through the H-Bridge driver
circuit (see Figure 4). The actual PWM period of T = 0.05
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ps (i.e., 20 MHz) was much smaller than the sampling time
of T=256 s for the motion controller, which guarantees the
accuracy of the PWM conversion. The desired and actual
joint position trajectories were traced by the “Scope” facili-
ty of the PMD motion controller, as shown in Figure 7.

Figure 7. Joint Trajectory Tracking Performance

In Figure 7, the yellow, red, and green lines are the de-

sired trajectory functions of position, ¢.(?), velocity, &

acceleration and deceleration, &,(¢), for the required PTP
joint motion, respectively; the blue line is the actual joint
position trajectory, &{#}, measured by the encoder. Table 4
shows the corresponding traced joint position values.

Table 4. Traced Joint Trajectory Motion Data

Trace Commanded Actual
Sample Time (sec.) Position (deg.) Position (deg.)
t Ou(1) ()

0.077 1.1425 0.70313
0.154 4.74609 5.00977
0.231 10.81055 10.2832
0.307 19.16016 18.89648
0.384 28.38867 28.38867
0.461 37.61719 37.61719
0.538 46.8457 46.75781
0.614 56.07422 56.07422
0.691 65.30273 65.12695
0.768 74.44336 74.35547
0.845 81.91406 81.91406
0.922 86.92383 86.83594
0.998 89.56055 89.47266
1.075 90 89.91211

First, comparing the values of g,(¢) in Table 4—with
three sample position values of ¢(0.154)=4.802°, ¢,0.307)
=19.08°, and ¢,(0.845)=81.79° calculated from the user-
specified joint position trajectory function modeled by
Equation (2)—it can be seen that the user-programmed tra-
jectory parameters in the register values of the PMD motion
controller and the PMD trapezoid trajectory algorithm suc-
cessfully generated the commanded joint position value, g4
(1), in the digital joint control system. Second, the actual
joint position, 8(¢), measured by the joint encoder was al-
most the same as the commanded joint position value, g.(?),
in Table 4.

This means that the joint moves by exactly following the
commanded position trajectory function, g,(f), during the
joint PTP motion, as shown in Figure 7. As a result, the
actual joint travel time of #r = 1.075 seconds in Table 4 is
nearly the same as the user-specified joint travel time of ¢, =
1.046 seconds. Finally, the actual joint position error of
0.088 degrees at the destination is caused by the smallest
angle, 4q = 0.088 degrees/count, that the quadrature en-
coder is able to measure in the joint control system.

Conclusion

In this study, the author addressed the basic problems and
solutions related to the implementation of digital joint tra-
jectory control systems that are able to control DC motor-
driven robot joints with unknown joint parameters. The re-
sults showed that the chosen joint trajectory profile was able
to provide the joint controller with the desired position val-
ues for the required PTP motion control, and the digital
closed-loop joint position control system allowed the joint
to follow the desired position trajectory function with the
required accuracy. It also showed that the successful imple-
mentation of the independent joint trajectory control relies
on the correct design of the desired joint trajectory func-
tions, PID control function, and DC motor drive in the digi-
tal closed-loop system.

The motion data must be accurately represented in digital
motion controllers, which involve sampling time T, digital
sensor sensitivity S,, and data scaling for the registers of the
microcontroller. The sensitivity of the digital sensor deter-
mines the accuracy of the data conversion. The PID gains
can be manually tuned in the closed-loop joint trajectory
control system without the use of a mathematical model of
the joint. The sign and magnitude of the PWM signal can be
generated by the microcontroller to precisely represent the
PID control command and control the DC motor through an
H-bridge drive circuit. Finally, the generality and scalability
of the solutions formulated in this study can be applied to
multiple-joint robot control systems.
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ADAPTIVE LEARNING FACTOR OF BACKPROPAGATION
IN FEEDFORWARD NEURAL NETWORKS

Hong Li, The City University of New York

Abstract

In this paper, the author presents a stability analysis of
Feed Forward Multilayer Perceptron (FMP) by introducing
a Lyapunov function defined as an error function of the
backpropagation algorithm. An adaptive learning factor was
identified at an iteration of the learning process. A range of
possible learning factors was derived, while the Lyapunov
condition was satisfied in order to guarantee the conver-
gence. Performance of such network learning with adaptive
learning factors is presented here to demonstrate how the
adaptive learning factor can enhance the performance of
training, while avoiding the oscillation phenomenon.

Introduction

Artificial Neural Networks (ANNs) have been proven in
many real-world applications to be useful in various tasks of
modeling nonlinear systems such as signal processing, pat-
tern recognition, optimization, and weather forecasting, to
name a few. ANN is a set of processing elements (neurons
or perceptrons) with a specific topology of weighted inter-
connections between these elements and a learning law for
updating the weights of interconnections between two neu-
rons. To respond to the increased demand of system identi-
fication and forecasting with a large set of data, many dif-
ferent ANN structures and learning rules, supervised or un-
supervised, have been proposed to meet the various needs
such as robustness and stability. The FMP networks have
been shown to obtain successful results in system identifica-
tion and control [1], [2].

The Lyapunov function approach was used to obtain a
stability analysis of the backpropagation training algorithm
of such a network [3-9]. However, the training process can
be very sensitive to initial conditions such as the number of
neurons, the number of layers, the value of weights, and
learning factors which are often chosen by trial and error. In
this paper, the author also presents a detailed analysis of the
FMP architecture and its stability. The backpropogation
algorithm was used for learning (i.e., weight adjustment). In
this study, the Least Square error function was defined and
verified that it can satisfy the Lyapunov condition in order
to guarantee the stability of the system. The analysis carried
out a method for defining a range of learning factor values
at each iteration, which would ensure that the condition for

stability was satisfied. In the simulation, instead of selecting
a learning factor by trial and error, the author defined an
adaptive learning factor to satisfy the convergence condition
and adjust the connection weight accordingly. The simula-
tion results are presented here to demonstrate the perfor-
mance.

Basic Principles of an FMP Network

A system identification problem can be outlined as fol-
lows: A set of data is collected from the system including
input data and corresponding output data observed, or meas-
ured as the target output of the identification problem. The
set is often called a “training set”. A neural network model
with parameters, called weights, is designed to simulate the
system. When the output from the neural network is calcu-
lated, an error representing the difference between the target
output and the calculated output from the system is generat-
ed. The learning process of the neural network is to modify
the network and minimize the error.

Consider a system with n inputs X={X,,... Xy} and M
output units Y ={Y,,..., Yy} . A recurrent FMP network com-
bines a number of neurons, called nodes, which are fed for-
ward to the next layer of nodes (see Figure 1). Suppose N;
is the number of nodes in the 1" layer; each output from the 1
-1™ layer will be used as an input for the next layer. A sys-
tem of a single layer with M outputs can be expressed as
Equation (1):

X1
Y1
1
X2 !
| !
1
! Ym
Xn

Figure 1. Feed-Forward Multilayer Network

Y//’ :f(Z) :](lel' ip +Zlvlfl.]f(/>-f)) (1)

where, wj; is called the connection weight from input X; to
output Y;; vij is called the connection weight of local feed-
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back at the j"™ node with i delay; and, f() is a nonlinear sig-
moid function—see Equation (2):

1-¢ ¥ )

7\ _
JNE)T T Ty
1+ e

where, the constant coefficient, 8, is the slope; p = 1, ...,
T; T is number of patterns; N and M are the number of in-
puts and outputs, respectively; and, D is the number of de-
lays used in the local feedback.

The backpropagation algorithm has become the standard
algorithm for training feed-forward multilayer perceptrons.
It is a generalized Least Mean Square algorithm that mini-
mizes the mean squared error between the target output and
the network output with respect to the weights. The algo-
rithm looks for the minimum of the error function in the
weight space using the method of gradient descent. The
combination of weights, which minimizes the error func-
tion, is considered to be a solution of the learning problem.
A proof of the backpropagation algorithm, presented by
Rojas [10], is based on a graphical approach in which the
algorithm reduces to a graph labeling problem.

The total error, E, of the network training set is defined by
Equation (30:

3

where, ¢,’(p) is the error associated with the p™ pattern at
the k™ node of the output layer—see Equation (4):

“

where, di(p) is the target at the k™ node and Y%(p) is the
output of network at the k™ node. The learning rule was
chosen following the gradient descent method in order to
update the network connection weights iteratively—see
Equations (5) and (6):

OE
AW, =-p——;j=1..M
J o )
oE .
AV]- :_‘UE;‘]: l,...,D (6)

J

where, W;= (wy;,...,wy;) and v;= (v;;,...,vp;) are weight vec-
tors in the j node, and u is a constant called the learning
factor.

Stability Analysis

Stability for nonlinear systems refers to the stability of a
particular solution. There may be one solution which is sta-
ble and another which is not stable. There are no inclusive
general concepts of stability for nonlinear systems. The be-
havior of a system may depend drastically on the inputs and
the disturbances. However, the Lyapunov theory has been
used in many studies to examine the stability of nonlinear
systems.

The definition of the Lyapunov function and Lyapunov
theorem are as follows [11]:

Definition 1 (Lyapunov function): A scalar function V(x) is
a Lyapunov function for the system—see Equation (7):

A DV AN A _n (7)

A i T JAAG VTV

if the following conditions hold:
1. V(0) = 0 and V(0) is continuous in x.
2. V(x) is positive definite; that is, V(x) > 0 with
V(x) = 0 only ifx = 0.
3. AV(x) = V(f(x(t)) — V(x(t)) is negative definite;
that is, V(f(x(t)) — V(x(t)) < 0 with AV(x) = 0 only
ifx =0.

Theorem 1 (Lyapunov Theorem): The solution x(z) = 0
for the system given in Equation (7) is asymptotically stable
if there is a Lyapunov function in x. The stability of the
learning process in an identification approach leads to better
modeling and a convergent process. According to the Lya-
punov theorem, the determination of stability depends on
the selection and verification of a positive definite function.
For the systems defined by Equations (1) and (2), assume
that the backpropagation learning rule is applied and that the
error function and weights updating the rule are defined by
Equations (5) and (6); the definition is then given by Equa-
tion (8):

1 Ny T,
V(t) = W = Zp:] e, (Z) (8)

The proof is given in the following theorem that V' (?) satis-
fies the Lyapunov condition.

Theorem 2: Assuming that the nonlinear sigmoid function
f{) defined in Equation (2) is continuous and differentiable,
and that the network is defined by Equations (1) and (2)
with learning rules from Equations (5) and (6), then the sys-
tem is stable under the conditions defined by Equation (9):
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Proof: Suppose that e, is defined to be the same as in Theo-
rem 1, and the definition function is given by Equation (10):

N OM T 2
VikKl= >» > e”,
TN S i j=| L p=1 W (10)

Verification of the function V' as a Lyapunov function for
the system, as defined by Equations (1) and (2), is given by
Equation (11):

SR vr{3 2\ rr{ 5\
AV =V +11-Vik)
A4 \ Vi o/

lb_l_ll_n“lbll
"”\ Py /1/\ /i

(an

Applying the first-order Taylor expansion of e, (k+1) with
respect to weight vectors W; and v;, yields Equation (12):

(12)

Substituting Equations (5) and (6) into Equation (12), the
calculation yields Equation (13):

- . N ; ~
ce . | ok 1 ce . | oK 1
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Substituting Equation (13) into Equation (11) as follows:
&, &, & }

J J J
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and using the following notation for simplicity,

A 12 ~ 1]
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To satisfy the Lyapunov condition, let the right-hand side of
Equation (14) be less than zero:

Further calculations show that the system will be stable
when the learning rate satisfies the conditions of Equation

(15):

(15)

For a neural network system with one hidden later, the sta-
bility can be similarly proved.

Theorem 3. Assume that a system with one hidden layer can
be represented in the form given by Equations (16) and

(17):
Y, :f(Z}p):f(Zzlsz/)(z; +Zil V"OYJ(P*")) (16)

Xjﬁ :f(Z/p) :](21 ”{;sz +Zilvf’hxj(ﬂ-i)) a7

then the gradient descent rule can be expressed by Equa-
tions (18)-(21):
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are weight vectors in the j" node in the output and hidden
layers, respectively. H is the number of nodes in the hidden
layer. The system will be stable when the learning rate from
Equations (18)-(21) satisfies the condition given in Equation
(22):

Proof: Similarly, the Lyapunov function can be defined by
Equation (23):

{ N OM g
VK= » 4 €
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Using the first order of the Taylor expansion of e(k+1)
yields Equation (24):
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Substituting Equation (24) into Equation (23):

(25)

To satisfy the Lyapunov condition, let the right-hand side of
Equation (25) be less than zero, where further calculation
leads to:

™

2 2
AR
j=1 (p=1 aW/ avl

/l< 2 2
or, I [ov,

A

In general simulations, the learning factor was predefined
as a constant whose value was selected by trial and error.
The simulation performance value differs from the value of
the learning factor. The learning process may converge or
may not reach a satisfactory threshold with a different learn-
ing factor. From the results of the theorem above, the con-
vergence is guaranteed if an adaptive learning factor is se-
lected at an iteration of learning which satisfies the stability
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condition. For purposes of simplifying the simulation, in-
stead of calculating all Y ,,j/an and 0Y p,/avl forl=1,...L;
j =1, ..., N the following corollary will provide a more
restrictive but easier calculated condition.

Consider the infinite norm notation for any vector
X={x1,%x3,....,x,} that IX|,, = max;<;<,{x;}; for simplicity, the
notation I*| is used in this paper and represents ILX1,, . Ap-
plying an infinite norm from Equation (16) and using the
following notation:

o

Further calculation of 16Y/0W"| and 10Y /0hl leads to Equa-
tion (27):

- " N2l ol " " N2l ol
oy || 0w loy || 0w’
I < U andl i < L )
| =T 4 =7 e 2D
e 2—6"\/,” v 2_H|V/U

Adding Equations (26) and (27) results in the following
Corollary:

Corollary 1: The system defined by Equations (16) and (17)
converges if the learning factor from Equations (18)—(21)
satisfies the conditions of Equations (28) and (29):

2—6’|v" >0 (28)
{Z—Hl P
< A Y, (29)
40(2+¢9Qw" - v‘j’

Simulation

In this section, an example of a chaotic system, known as
a Mackey-Glass chaotic time series system, is used to
demonstrate the effectiveness of the methods developed in
this study. The Mackey-Glass is a differential equation with
a time delay system described by Equation (30):

AN AN ani—rt
F{()= —bi{)+ — =) (30)

Yigi=1i.2 3D

and assuming that Y(0) = 0 when t < 0. The discrete form of
the equation can be expressed as Equation (32):

(32)

Further assuming that a = 0.2, b = 0.9, and t = 30, Figure 2
shows 300 data points generated from Equation (32).

1.5

1

o
)

MackeyGlass Y( t)
=
«n o

N

1
=
(@]

data points t

Figure 2. Mackey-Glass Time Delay System

A three-layer neural network structure was selected with
five inputs, five nodes in the hidden layer, and one output.
For each output, Y (?), five inputs were defined: Y (#-6), Y(t-
12), Y(t-18), Y(t-24), and Y(#-30).

With the constant learning factor, several values were
used for the learning trials. After a number of attempts—
with the slope set to 0.8, the learning factor set to a constant
0.1, and randomly generated initial weights—the system
reached an absolute error of 0.05 after 34,666 iterations.
Using 0.1 as an initial learning factor and applying the adap-
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tive method as defined by Equation (29) at each iteration,
learning took 7,139,911 iterations to reach an error of 0.05.
Figure 3 shows the first 100 patterns of output of the neural
network model. It was also observed that the error decreases
steadily when the adaptive learning factor was applied. The
oscillation of error was observed while a predefined con-
stant learning factor is applied. Figure 4 shows the error
behavior of learning with a constant factor of 0.1; Figure 5
shows the error behavior of learning using an adaptive
learning factor with an initial factor of 0.1.

constant learning factor was selected with a value of 0.1. To
compare the effectiveness of the adaptive learning method,
the value of 0.1 was used as an initial learning factor in the
adaptive method. Points for the plot were taken from the
errors of every 1000 iterations.

—ANN

MackeyGlass

0.2
0.4
06 -

(1)

-0.8
-1
-1.2

200 data points t

= Error with Adaptive factor

03

0.25
0.2
0.15
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Figure 3. ANN Simulation of Mackey-Glass with a Constant
Learning Factor of 0.1

Error with constant Learning Factor 0.1
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Figure 5. Error Behaviors with an Adaptive Learning Factor

Adaptive Constant 0.3
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Figure 4. Error Behavior with a Learning Factor of 0.1

The adaptive learning factor guarantees that the errors
will steadily decrease. The drawback is that requires many
more computations, since an updated learning factor needs
to be calculated at every weight update based on the back-
propagation algorithm. It also might take more iterations to
reach the same threshold. Applying the constant learning
factor avoids the calculation, but a proper constant learning
factor has to be identified through trial and error. Randomly
selecting a learning factor of 0.3, in Figure 6, the plot shows
a comparison of errors from the learning process with a con-
stant learning factor and the adaptive learning factor. The

Figure 6. Comparison of Errors from Learning with Adaptive
and Constant Learning Factors

Summary

A Lyapunov function was defined for the learning process
of the backpropagation algorithm and the stability of the
system was proved when the process satisfied certain condi-
tions. Furthermore, a more simplified condition was used to
provide a feasible implementation of the adaptive learning
factor. At each iteration of the learning process, an adaptive
learning factor was selected satisfying the stability condition
in order to avoid unstable phenomena. Simulation results of
the Mackey-Glass system demonstrated that a learning fac-
tor chosen arbitrarily out of the predefined stability domain
leads to an unstable identification of the considered system;
however, an adaptive learning factor satisfying the condi-
tions chosen for this study ensured the stability of the identi-
fication system.
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Abstract

Traumatic Brain Injury (TBI) continues to be a major
source of injury worldwide. Understanding the mechanism
of injury will help in the construction of preventive solu-
tions for TBI. This current study focused on subarachnoid
space (SAS), which contains cerebrospinal fluid (CSF) and
randomly oriented trabeculae. The research focus was on
the role of the SAS region in traumatic brain injury. A set of
three 2D finite element (FE) models was developed. The
first model, a solid model, was a 2D mid-sagittal model,
which was validated against a cadaver impact test. The solid
model was used to determine the relative displacement be-
tween brain and skull. The second model was a fluid model
to determine the CSF pressure under a blunt head impact.
To simulate the fluid-structure interaction, an equivalent
fluid was introduced, which represented the SAS trabeculae
and the CSF. To study trabeculae locally, the relative dis-
placement between the brain and skull, along with the pres-
sure changes over time, were employed as boundary condi-
tions in a new local model. The results showed that the re-
sponse of the system is highly dependent upon the material
properties of the SAS region. It was also shown that trabec-
ulae are unable to transfer any loads to the brain in the com-
pression mode, but trabeculae can control brain motion by
transferring load to brain. Therefore, in tension, a tethering
effect was observed, suggesting the load bearing capacity in
this mode.

Introduction

Traumatic Brain Injury (TBI) is a serious public health
problem resulting from collisions in vehicular crashes and
contact sports or owing to falls from a height. Injuries from
transportation-related accidents are the most frequent types
of personal injuries. The massive number of injuries sus-
tained in accidents is a growing problem worldwide, espe-
cially in developing countries. In the U.S., approximately
1.4 million traumatic brain injuries occur each year [1].
Brain injury not only represents a serious disability for those
involved, but also imposes a huge social and economic bur-
den on society.

The development of effective head injury prevention
strategies requires a better understanding of the mechanisms
of head injury. In the last few decades, many efforts have
been made by biomechanical investigators, which can be
classified as experimental studies, analytical studies, physi-
cal models, and computational studies. Due to the compli-
cated anatomy of the brain, finite element (FE) methods
have been widely used to investigate the physical processes
producing TBI. Furthermore, local stress and strain, which
are the most influential parameters in the determination of
the degree of head injury, can be extracted from a FE im-
pact process in any part of the human head. For these rea-
sons, FE modeling has played a growing role in the study of
TBI. To date, various FE models have been developed such
as the 2D works of Lee et al. [2], Ruan et al. [3], Ueno et al.
[4], and Zhang et al. [5]. There are more extensive works
performed in 3D models; however, the complicated geome-
try of the SAS and the trabeculae make it impossible to
model all of the details in 3D.

Many experimental studies were taken into account to
validate various physical, mathematical, and FE models. In
this regard, two extensive cadaver studies were performed
by Nahum et al. [6] and Trosseille et al. [7]. The resulting
pressure and acceleration time histories from Nahum's re-
search have been widely used as a validation source [8-11].
Anatomically, from exterior to interior, the human head
consists mainly of scalp, skull, dura mater, arachnoid mater,
subarachnoid space (SAS), pia mater, and brain. The skull is
a three-layer structure consisting of trabecular bone sand-
wiched by two layers of cortical bone. Furthermore, the
space between the arachnoid mater and pia mater, known as
SAS, is filled with cerebrospinal fluid (CSF), which stabi-
lizes the shape and the position of the brain during head
movements.

The SAS that includes CSF and the trabeculae has a com-
plex geometry. This is due to an abundance of trabeculae
and their stretching (tree-like) shape from the arachnoid
mater to the pia mater [9]. It has been shown that subarach-
noid space (SAS) trabeculae are of great importance in
damping head impact, thereby reducing traumatic brain in-
jury (TBI) [12], [13]. The computational modeling of CSF
in the subarachnoid space (SAS) was developed by Gupta et
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al. [14] in order to study the flow dynamics of CSF in this
space. In their study, the trabeculae were extended normal
to the domain walls with the same configuration and varia-
tion of their shape and orientation neglected.

Based on the morphology of the SAS region, three mate-
rial types—including soft solid, viscous fluid, and porous
media—were proposed [14], [15]. A wide range of values of
the mechanical properties of trabeculae were also reported
[5], [15], [16]. In this regard, Saboori and Sadegh [9] stud-
ied the effect of different material properties of trabeculae
on the transfer of the load to the brain, and proposed the
optimum material properties of the three material models.

Material and Methods

In order to analyze the role of trabeculae in traumatic
brain injury, three FE models were developed. The first
model was the solid model, which was employed for calcu-
lating the stress, strain, and the relative displacement be-
tween the brain and the skull. The second model was the
fluid model, by which the CSF pressure data was deter-
mined when the head is subjected to an impact. The local
model was the third model in which the extracted data from
the first two models were employed as the boundary condi-
tion. In other words, the relative displacement between the
brain and skull, extracted from the solid model, and the
pressure distribution resulting from the fluid model, were
used in the local model in which the stress and strain data in
the meningeal layers, trabeculae, and brain could be extract-
ed.

While the need for a detailed FE model of head trauma
research may be obvious, the development of such a model
has been a challenging task, due to the human head's com-
plex geometry, material composition, as well as insufficient
experimental data for model validation.

The Solid Model

In order to analyze the role of trabeculae in the brain,
three FE models were developed. The first, or solid model,
was extracted from Horgan and Gilchrist's model [17],
which is available on the Internet through the BEL reposito-
ry managed by the Istituti Ortopedici Rizzoli, Bologna, Italy
[18]. The mid-sagittal section of Horgan and Gilchrist's
model was used to create the solid model, which consisted
of three parts the brain, CSF, and skull. To enhance the sol-
id model, some anatomical layers were added. That is, the
solid model consisted of scalp, skull, dura mater, arachnoid
mater, brain, and neck, as shown in Figure 1. Abaqus 6.10-1
software was used for pre-processing, post-processing, and

analysis of the model. The plane strain condition was as-
sumed for this model. A summary of all of the materials
used can be found in Table 1. Since the neck restraint will
not affect the head response in a short duration impact [3], a
free boundary condition was assumed in the analysis.

Scalp

Cortical bone
Trabecular bone
Cortical bone

Dura mater
Arachnoid mater

CSF
J BN\ TR
(a) (0)

Figure 1. (a) Solid Model used for Extracting the Relative
Displacement; (b) Cutaway View of the Meningeal Layers of
the Brain

Table 1. Material Properties used for the Solid and Local
Models

Long-
Layer Thick- Density term Poisson's
ness (ke /m3) elastic ratio
(mm) modulus
(MPa)
Calp 5 1130 16.7 0.42
Cortical bone 4 2000 13000 0.22
Trabecular bone 2 1300 888 0.3
Dura mater 0.4 1140 11720 0.23
Arachnoid ma- 0.35 1130 19.32 0.45
ter
Pia mater 0.15 1130 19.320 0.45
Trabeculae 1.5 1130 0.001 0.48
Brain — 1040 0.0228 0.49

The skull was comprised of a layer of trabecular bone
sandwiched between two layers of cortical bone. The com-
pact bone was simulated as a linear viscoelastic material,
and the experimental data of the compact bone of a human
tibia, obtained by Lakes et al. [19], were applied in this
study. The trabecular bone was also treated as a viscoelastic
material, obtained from Yue and Wang [20]. The Prony
series approximation for relaxation of the shear modulus of
the trabecular bone and the cortical bone are shown in Table
2.
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Table 2. Properties of Materials with Viscoelastic Behavior

Viscoelastic response

L . L
ayers (Prony series approximation)

gr(t) =1-10.0293(1 — ¢ ) = 0.0656(1—

Cortical bone e Y% —0.0278(1 — ¢ %) — 0.107(1 -
000

& 10.000)
=1_ TN ~

Trabecular bone g§§267.4)1 0.6224(1 ¢ )—0.2143(1

Dura mater gr() =1-0.1088(1 — e—mo) —0.0959(1-

e—mo,ooo) ~0.0922(1 — e—mooo,ooo)

Arachnoid mater | gr(t)=1-10.919(1 — ¢ ¥*%%)

Pia mater gr(t) =1-0.919(1 — e 00%2)

Brain gr(t) = 1 — 0.815¢ V0000143

In the solid model, according to the results from Bash-
katov et al. [21], the thickness of the dura mater was 0.4mm.
The viscoelastic model was assumed for the dura mater, the
parameters for which were obtained from Yue and Wang
[20]. The arachnoid mater was added to the model with a
thickness of 0.35mm [22]. Its long-term elastic modulus
was defined to be 19.32 MPa with Poisson's ratio of 0.45.
The dimensionless relaxation modulus of the dura mater and
the arachnoid mater are listed in Table 2 [22]. The thickness
of the subarachnoid space was reduced approximately 1.5
mm [21] (varying throughout the model) by adding two
layers of the arachnoid mater and dura mater. This space
was only occupied by CSF. The CSF was modeled as a sol-
id with an elastic modulus, bulk modulus, and Possion's
ratio of 0.15 MPa, 2.273 GPa, and 0.499989, respectively
[23].

The material properties of brain tissue are important to the
characteristics of relative brain-skull motion [23]. In order
to model the brain, combined material properties of the grey
and white matter of the brain was employed [25]. The long-
term elastic modulus, bulk modulus, and Poisson's ratio
were 22.8 kPa, 2.278 GPa, and 0.499991, respectively. In
terms of viscoelasticity, the relaxation shear modulus, Ggg),
was determined by the dimensionless function, g, which is
a way of expressing a Prony series in Abaqus:

g~ 1-0.81506't/0.00]43 0

Based on the Abaqus documentation, G, is the instantane-
ous shear modulus, and ggry = Gr /Gy. As time t goes to
infinity, the long-term shear modulus can be obtained from
the Prony series as:

Gow= Gri) = Gre*Go ()

The validated solid model was subjected to the frontal
impact reported by Zoghi et al. [25] in the forklift truck ac-
cident. An equivalent dynamic force corresponding to the
impact velocity of 5 m/s was applied to the solid model.
This dynamic force was calculated [26] using Equation (3)
[1]:

f ~
<

— 3)
)
st

]
— - !
/ =Ww. |
£ ai\;n 4 al

Y
v

ey

o

where, Py, is the dynamic force; W is the head weight of 50
N; v is the impact velocity of 5m/s; g is the gravitational
acceleration of 9.81 m/s’; and, d,, is the static deflection
caused by the load W being applied on the model and equal
to 1.8E-5 m. The equivalent dynamic force of the impact
was 750 N, which was modified for the plane strain assump-
tion and was applied in a trapezoid shape, as shown in Fig-
ure 2.

800

400

Force (N)

Time (msec)

Figure 2. Dynamics Input Load for the Solid Model [6]

The interface between the skull and the brain has been
modeled in many different ways ranging from purely tied
(no-slip) to sliding (free slip). It has been indicated that the
models using the tied contact definition correlated well with
the experimental results in a frontal impact, while the ones
with a sliding interface did not match up well [24]. Thus, in
this study, all interfaces were tied. To avoid stress concen-
tration, the load was distributed equally on 10 nodes. Due to
the nature of the loading, a dynamic explicit mode was used
in the solid model simulation. The solid model consisted of
4939 quadratic triangular elements of type CPE6M (10,980
nodes).

The Fluid Model

One of the main goals of this study was to couple fluid
dynamic forces in the SAS region with the FE solid models.
For this investigation, based on the solid model, a 2D fluid
model was created. The outer wall represents the interface
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between skull and dura mater and the inner wall describes
the interface between brain and pia mater layer. Gambit
2.3.16 software was used for pre-processing in order to gen-
erate mesh. Fluent 14.0 was used for the processing and
post-processing of the results. A total of 3318 4-noded ele-
ments were used (2079 nodes). An unsteady dynamic analy-
sis was performed and a fluid pressure diagram was deter-
mined in the three regions of frontal, superior, and occipital.

The trabeculae play a major role when taking pressure
data from a fluid model because they act as obstacles in the
pathway of flow. The complex geometry of trabeculae
makes it difficult to model them in the fluid model. As long
as the model is a 2D model, it will be impossible to develop
an anatomy model of trabeculae because they will stop the
circulation of CSF. In this part, two types of models were
analyzed based on CSF behavior. In the first model, the
CSF behaved as an incompressible Newtonian fluid with the
density and viscosity the same as that of water at 37° [27].
In the second model, an equivalent fluid with consideration
of trabeculae restriction proposed by Zoghi and Sadegh [12]
was employed. The aim in that study was to determine the
characteristics of an equivalent fluid which could be em-
ployed as the representative of the CSF and the trabeculae.
The equivalent viscosity was calculated as u=0.24 Pa.sec
[12] and the density of the equivalent fluid was determined
to be p=1100 kg/m3, which is based on the mixture of CSF
(30% with a density of 1000 kg/m3) and trabeculae (70%
with a density of 1130 kg/m3).

The Local Model

As mentioned above, a local model was developed to fur-
ther analyze the results of the solid and fluid models. The
objective of this model was to locally study the behavior of
the trabeculae in the SAS. The emphasis of this model was
on the meningeal layers and SAS region. The local model
consisted of six layers representing the skull, dura mater,
arachnoid, SAS region with randomly oriented trabeculae,
pia mater, and brain, as shown in Figure 3. Based on
Saboori and Sadegh’s [9] experiment, approximately 70%
of the trabeculae have a tree-shaped configuration where the
branches are attached to the arachnoid and the stems are
attached to the pia mater. The architecture and morphology
of the local model was extracted from that study. In the cur-
rent model, the trabeculae were modeled into two forms:
pillar-shaped and tree-shaped configurations. The materials
used in this model were the same as the solid model (see
Tables 1 and 2). For the modeling of SAS trabeculae, the
soft solid material model was chosen [9].

Since this model was a local model and cut from the real-
size model, the boundary conditions at the planes of cut

were carefully considered. To suppress the effect of bounda-
ry conditions, the edges of the model were extended to
twice the model size. Due to Saint-Vanant’s principle, there
is no effect of boundary conditions far from the loading site.
Abaqus 6.10-1 software was used for pre-processing, analy-
sis, and post-processing. The total number of elements
(linear quadrilateral elements of type CPE4R) and nodes
was 3096 and 3218, respectively. All of the internal surfaces
in the SAS region were subjected to the pressure, which was
calculated from the fluid model.

Cortical bone

Trabecular bone

Cortical bone

Dura mater
—= Arachnoid mater

SAS, Trabeculae

Pia mater
—> Brain

h

/\jl

Figure 3. An illustration of the Local Model

Results and Discussion

The FE model was well validated against the experi-
mental data of the impact experiment by Nahum et al. [6].
In that experiment, the authors performed two series of ex-
periments on cadavers. Series I consisted of eight individual
experiments, while series II used seven multiple sequential
impacts on a single specimen. Experiment number 37
(experiment #2 from series I) was selected for this valida-
tion. In this experiment, a seated, stationary cadaver subject
was impacted by a rigid mass of 5.59 kg with a constant
velocity of 9.94 m/s. The impact was delivered to the frontal
bone in the mid-sagittal plane, in an anterior-posterior direc-
tion. The dynamic measurement of input force, which is
shown in Figure 4, was recorded.

8000

6000

Force (N)

4000

2000 /

0 i i L
0 2 4 ] & 10
Time (msec)

Figure 4. Input Force [6]
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In the current model, the impact condition was applied by
the input force as a function of time in the frontal direction.
Note that the load was converted to the proper load for a
plane strain assumption. The pressure response can be plot-
ted during the impact process in the frontal region, and can
be used for validation against experimental data presented
by Nahum et al. [6]. As shown in Figure 5, the response of
the model is in good agreement with the experimental re-
sults of Nahum et al. Figure 6 depicts the results of the rela-
tive displacement between the skull and brain, determined
from the solid model, in the X and Y directions in frontal,
occipital, and superior regions. Figure 6 also shows the rela-
tive displacement of the superior region in which the maxi-
mum tangential movement occurred.

x10°

Experiment |
seeseeeens Simulation

Pressure(Pas)

4 ]
Time(msec)

Figure 5. Comparison and Numerical Analysis of a Cadaver
Experiment [6]

To compare the role of trabeculac and CSF, the fluid
model was analyzed with the normal physiological condi-
tion of CSF and the equivalent CSF properties. As was pre-
viously discussed, the equivalent fluid represents the CSF
and SAS trabeculae. In this analysis, the fluid characteristics
of CSF were investigated. In particular, the pressure distri-
bution over time was determined. Figure 7 shows that the
position of the peak pressure moves faster in the absence of
trabeculae over a specific period of time. Also, the pressure
variation of CSF over time at the three locations of the head,
frontal, superior, and occipital are shown in this figure. As
shown, the pressure variation is smoother for the case with
equivalent CSF properties. Figure 8 shows the pressure dis-
tribution of the CSF during the impact with consideration of
trabeculae in different instances: 27, 54, 81, and 108 msec.
As shown in this figure, the CSF pressure fluctuates back
and forth during the impact, suggesting that all of the re-
gions go under compression/tension states of stress. This
variation is more significant in the frontal and occipital re-
gions.

In order to focus on the trabeculae, the CSF effect was
indirectly modeled in the local model. That is, pressure
boundary conditions for each of the frontal, superior, and
occipital regions, as shown in Figure 7, were employed in

all trabeculae surfaces to simulate the CSF pressure. The
model was subjected to the relevant displacement boundary
condition in each region.
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Figure 6. Results of the Relative Displacement Between the
Skull and Brain: Frontal (a), Superior (b), and Occipital (c)
Regions

In practice, buckling is characterized by a sudden failure
of a structural member subjected to high compressive stress,
where the actual compressive stress at the point of failure is
less than the ultimate compressive stress that the material is
capable of withstanding. In the local model, the trabeculae
sustain no compressive stress before deformation. For this
reason, the trabeculae cannot play a damping role in high
compressive loads produced by blunt head impact. That is,
trabeculaec have a passive role in high compressive stress.
On the other hand, in tension, the load was transferred to the
pia mater and the brain through the trabeculae. In this situa-
tion, it can be assumed that the skull is harnessing the brain
to control its movement. In other words, the active phase of
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trabeculae would be evident. This behavior was seen in both
frontal and occipital regions. In the superior region, in
which the highest tangential force is applied to the model, it
was also observed that the load is transferred to the pia ma-
ter through trabeculae. Furthermore, the tethering effect of
trabeculae was highlighted.

x10° x10°

v+ CSF without trabeculae
—— CSF with rabeculae

o= CSF without tabeculae
—— CSF with uabeculae

(Pa)

Frontal Pressure.

20 40 60 80 100 120
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Figure 7. Comparison of Pressure Changes over Time—With
and Without Trabeculae in the Frontal (a), Occipital (b), and
Superior (c) Regions: Pressure Changes of the Trabeculae

were Employed as a Boundary Condition for the Local Model
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As discussed, depending on the loading and position of
the trabeculae, they contribute both passively (in compres-
sion) and actively (in tension) in damping the impact. This
shows that the combination of the trabeculae and CSF play
arole in damping the impact.

Conclusion

A major role for cerebrospinal fluid (CSF) is to provide
effective damping against sudden intracranial brain motions
during dynamic head impact. The morphology of the SAS
with its complex trabeculae structure increases the flow
resistance. It was shown that trabeculac yield smoother
pressure responses in a head impact simulation. Thus, with
the reduction of CSF pressure, trabeculaec have an indirect
damping effect. The aim of this study was to focus on the
role of trabeculae in the SAS region. For this purpose, the
local model was developed without the fluid elements of
CSF. Instead, the pressure changes of CSF were employed
as boundary conditions. It was shown that, in a case of SAS
compression, trabeculae are unable to transfer any load to
the brain; instead, they develop hydraulic resistance in com-
bination with the CSF pressure. However, in tension, they
continue to serve as damping elements both by providing
tethering effects and contributing to hydraulic resistance.

In summary, a significant step in modeling the injury
mechanism for TBI is to properly address the SAS region.
This region compromises both solid state (trabeculae) and a
fluid medium (CSF). The fluid-solid interaction along with
the viscoelastic behavior of the head components
(meningeal layers and brain) provides a damping mecha-
nism for the impact. That is to say that without the fluid-
solid interaction in the SAS region, the brain tissue would
undergo the constant reciprocating coup-countercoup pres-
sure. This would consequently result in tissue damage.
However, due to the damping effect of the SAS region, the
impact would rapidly diminish in the range of milli-seconds.
This study delineated the significance of properly modeling
the SAS region. As mentioned in the Results section, in the
absence of trabeculae, the CSF pressure varies rather quick-
ly; hence, the damping effect does not appear. On the con-
trary, by including the trabeculae (indirectly by using equiv-
alent CSF fluid), the pressure distributions behave more
smoothly, thereby providing an efficient damping mecha-
nism. This is a preliminary step in properly defining the FE
modeling of the head-brain. The subsequent steps will be in
developing a 3D set of models to further analyze the injury
mechanism. As stated earlier, validation continues to be a
challenge for such models; therefore, more experimental
research would be greatly beneficial in constructing a viable
solution for TBI.
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A LAPLACE-ADOMIAN SOLUTION FOR CLASSICAL
FLUID DYNAMICS PROBLEMS

Amir Mobasher, Alabama A&M University; Mebougna Drabo, Alabama A&M University; Satilmis Budak, Alabama A&M University

Abstract

A number of problems in engineering require solutions of
partial differential equations (PDE). Such problems include
water hammer problems, Couette flow, Burgers’ equation,
thermoelectric systems, chemical processing, general manu-
facturing, bio-heat transfer, electronic cooling, comfort
heating and cooling, and a number of natural phenomena
from upwelling currents in the oceans to heat transport in
stellar atmospheres, to name a few. In this study, a method-
ology for the solution of classical thermal and fluid dynamic
problems, governed by a set of partial differential equations,
was developed. The technique employed the Laplace trans-
form for the transformation of partial differential equations
to ordinary differential equations and then utilized the
Adomian polynomials to solve the resulting equations. Un-
like the separation-of-variables method, this technique
makes no assumption such as U=X(x).Y(y). Two typical
classical fluid dynamic problems are presented here in order
to demonstrate this methodology. It will also be shown that,
in benchmark cases, the Laplace-Adomian method can yield
identical solutions to the analytical methods.

Introduction

Heat transfer continues to be a major field of interest to
engineering and scientific researchers. The wealth of appli-
cations includes a wide variety of components and systems
for energy devices, including general power systems, heat
exchangers, high-performance gas turbines, and other power
-conversion devices [1]. One of the more important areas
concerned with heat flow is in thermoelectric materials.
Thermoelectric devices convert heat differences into elec-
tricity. Currently, research is being done on different ther-
moelectric, multilayer thin-film systems for energy harvest-
ing from heat waste [2], [3]. Theoretical modeling is needed
to explain heat flow in highly efficient thermoelectric devic-
es, since the efficiency of the fabricated thermoelectric de-
vices is directly related to the heat flow in the devices.
Many elaborate numerical schemes, mostly categorized un-
der finite element, finite difference, or finite volume, are
available for solving the governing equations with high ac-
curacy. Once a numerical scheme is developed to test its
accuracy, one must test it against certain benchmark prob-
lems with known analytical solutions.

However, once the problem becomes multidimensional
and nonlinear (such as Navier-Stokes), the analytical solu-
tions can only be employed for the solution of limited and
simplified forms of those physical problems. Two of the
most widely used methods for obtaining analytical solutions
to the governing equations of heat transfer and fluid flow
problems are the separation of variables (also known as the
Fourier method) and Integral transform methods [4], [5].
When solving the typical heat equation using the separation
of variables technique, one assumes the solution to be a
linear function of the independent variables; i.e., u=X(x)T
(t). Substitution of the solution into the original PDE results
in two ordinary differential equations which are solved in-
dependently. The application of boundary conditions gener-
ates a series solution to each of the resulting ODEs with
constant coefficients which are determined via the Fourier
method.

Integral methods offer an alternative approach to the solu-
tion of heat-equation-type problems in that the PDE is trans-
formed to an ODE via Laplace transformation and the re-
sulting ODE is solved by the application of the residue theo-
ry. It is interesting to note that both methods lead to identi-
cal solutions of the same problem, although they represent
completely different approaches.

One over-looked approach for the solution of partial dif-
ferential equations is the method proposed by Adomian. By
using Adomian Polynomials, Adomian obtained a series
solution with a fast convergence rate to a number of differ-
ent partial and ordinary differential equations with and with-
out linearity [6-10]. In some cases, similarity transform
methods are used to convert partial differential equations
into a set of linear or non-linear ordinary differential equa-
tions and the resulting equation (usually nonlinear) is solved
by the Adomian Method [11]. However, one drawback of
the Adomian method is that in certain cases the solution is
only partially convergent. In other words, the solution con-
verges for a part of the domain after which the solution
starts to diverge.

For complete convergence it is necessary to increase the
number of terms to more than 60. Mobasher et al. [12] used
a piecewise technique to address the convergence issue and
used this technique to solve problems of a highly stiff na-
ture. In that technique, the domain was divided into sub-
domains and a solution was obtained for each sub-domain.
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The solution was advanced by substituting the end condition
of the previous sub-domain as the initial conditions for the
new sub-domain. It was shown that with as few as two
terms, complete convergence with high accuracy was
achieved. Another drawback of the Adomian method is that
the initial conditions for the problem must be well defined,
integrable functions. However, in many physical engineer-
ing problems, the initial conditions to the problem are con-
stants. For example, in the case of the Couette flow prob-
lem, the initial condition is defined as 0. This poses a chal-
lenge when calculating the Adomian polynomials, since the
subsequent solutions, u, are functions of the anti-derivatives
of the initial condition.

In this paper, the authors present a methodology for solv-
ing linear one-dimensional, time-dependent problems such
as the heat equation. This technique employs the Laplace
transform to reduce the governing partial differential equa-
tion to an ordinary differential equation (ODE). Then it uti-
lizes the Adomian polynomials to expand the resulting ODE
into a series solution. The resulting solution is then present-
ed as a closed-form solution. Unlike separation of variables
and Integral methods, this remarkably simple technique
makes no assumptions about the solution that it has separate
functions of the independent variables and eliminates the
tedious evaluation of Fourier integrals. This method produc-
es identical solutions to those obtained by the separation of
variables technique and Integral transform methods. To
demonstrate this technique, three examples with known
analytical solutions are presented here.

Methodology

Consider the general partial differential equation of the
form given in Equation (1):

o'u o"u (1)

Taking the Laplace transform of Equation (1) yields Equa-
tion (2):

S”U(s)—szls”’ku("’l)(O)— lem;] =0 )
= /x

By reducing the PDE to an ODE, one can express the solu-
tion, U, as the sum of solutions U, , U,, etc., as:

U= YU ) o

where,

Uy=Ay+ A x+-A, x" " +L7" (Z” s"’ku(k’l)(O))(“)

k=1

and where, L ™" is the m™ anti-derivative and 4 o Aj, etc., are
constant coefficients determined by the specified boundary
conditions. Subsequently,

o Y \
7 = I77i¢"[] (g x )i
1 - L R VI 77
/ ’ W\
0. = I{s"U (s %)) ®)
— Z - AU B e

By taking the inverse Laplace transformation of the func-
tion U(x,s), the solution, u(x,?), in the (x,f) space is obtained
and is accomplished either by analytical evaluation of U,
using the residue theory, or numerical evaluation.

Results and Discussions

The Laplace-Adomian method was demonstrated through
three different examples for which analytical solutions exist.
In the first case, the methodology was demonstrated via a
simple example for which the solution was known to be
u=xt.

Example 1. Consider the partial differential in Equation (6)
with the specified boundary conditions (a-c):

(©)

(a)
':1 f,' =t (b)
u(x,0)=0 ©)

Taking the Laplace transform of Equation (6) with its asso-
ciated boundary conditions yields the ordinary differential
equation given as Equation (7):

2rr
_axcz/ +sU—u(x,O):§ (7)
U(0,5)=0 (2)
1 (b)
Uls)=—
S
U(x,0)=0 ©

From Equation (4),
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X 1x U{0,s}=0 (a)
77 = A o Adv T2 2 f Ay AN
L/O _IJ() 1 11!./\/ F o ! !_IJ() 1 11!./\/ ~ (8)
\s)/ s 3 i
Uts)= - (b)
where, L(.) = [dx |(.)dx. Therefore, s
N o1xt) Ux,0)=0 (©
U, =L"U, :% 4'\,7+ A, ?*——| HS
A MR Here, the initial condition of Equation (12¢) is implement-
r 4 A ) ed:
U,=L"U =| A —+4 ———Z_ |’ Ty r-if.rr 13
S L7 Ths e Uy =L WU, (13)
L 1 stos 7
The subsequent solutions are:
Substituting Equations (8) and (9) into Equation (3), rear- U, =4,+Ax
ranging terms and applying the boundary conditions (7-a), . 5 AN
A;=0. The solution, U, becomes: T sll 4 V__I_ 4 x \:
1 .\ i L oA }. (14)
(15)
Applying boundary condition of Equation (7b) results in Regrouping and simplifying terms yields:
Ay = 1/5"”. Substitution of 4,into Equation (10) eliminates ;
the first two terms in the series, resulting in U = x/s’. Final- N 3
ly, taking the inverse Laplace transform, with £{1/s°} = t, U=4,| s +s5s |
yields u(x,t) = xt. A table of inverse Laplace transforms for L 4 4 J
numerous functions is supplied by Poularikas [5]. ; 5 5 N T (16)
o X . X Vs
. . + A4l x4+s—+8 —+ i—
Example 2. Solution of Couette flow with v = I: 8 3! I~ s
= 22 or
o o u ~
- — = (11)
) Ny 2 s \ A / \
ot o U = A, cosh ‘\\/;x)+ 21 sinh l\\/gx)
: Js (7
u(0,¢)=0 (a)
u(], t) =1 (b) Applying boundary conditions (12-a) and (12-b) yields
1
Ap=0and A4, = , respectively.
u(x,0)=0 (©) ’ LT s sinh (V) P y

Taking the Laplace transform of Equation (11) yields: Substituting 4 and 4, into Equation (17) yields:

2 1 sinh (Vs x
su-4 ILJ =0 (12) U(x.s)= ;4(7?2 (18)

dx sinh (Vs |
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The solution u(x,?) is obtained by application of the residue
theory:

~
TN A N Y SV} { 2 2V . f Y (19
mMmxIry1=x+ > ) ' J EXDi\—7n 77 ISINMATX) ( )
NoT s led 11=1 (e 7 A 4 N 7

Example 3. One-dimensional Burgers’ equation: the one
dimensional Burgers’ equation developed by Burgers [13] is
widely used in benchmarking problems for a variety of
schemes [19]. Adomian solved this equation directly to ap-
proximate the solution using Adomian polynomials [14],
[15]. Although this equation is nonlinear, in certain cases
exact solutions exist for this problem and numerical solu-
tions have been tested for this problem [16]. In this current
study, the approach taken to solve Burgers’ equation was to
employ the Cole-Hopf transformation in order to convert
the non-linear PDE into a linear, homogeneous PDE in the
form of Equation (1) and then apply the Laplace-Adomian
methodology to solve the resulting equation. Consider
Burgers’ equation and the prescribed boundary conditions
represented in Equation (20):

vy o L vVY¥ I 4
Tt =V (20)
ot Ox Ox -

(a)
(b)

1)Y= 0 (©)

Using the Cole-Hopf transformation, this non-linear equa-
tion is reduced to a second-order linear PDE:

= v en

[ (1-cosmx )
u(x,0)= eXPi— LTJT (@)
u ’(() , ;) = (b)
w'(.1)=0 ©

Taking the Laplace transform in order to convert the PDE
into its corresponding ODE yields Equation (22):

d*U _
dx?

The solution, then, is U,-:L’Z(SU,-_ 1) with Uy=4,+4 —L7?
(u(x,0)). Since an analytical solution to the integral of the
initial condition of Equation (21a) is not available, u(x,0)
was represented by the Taylor series and term-by-term inte-
gration was applied to the subsequent series representation.
Here, the expansion was carried out to four terms:

/. Nodog \2
1—all —cosmx)+—I11—cosmx) (23)
\ IARPTR ;
3
A R
+—{l—cosmxj) +--
3! ’
1
where, ¢ = —
LTV

V"\f‘c‘; L2 L I (24)
K, ¢08” mix 4
where,
e d a |
K =li—ad+———I
o 200 3
\ = o
i e 30 (25)
fa.2 4 30
-t | Ld 2da |
Do, =l
N [l L{!
(N >
3
K,=—
' 3!
Applying the operator L to the initial condition yields:
2
_ X cos {7rx
L2 ((x0)- K, 5 &, <)
2! V4
cos (27zrx)
*@n) 26)
cos (37x)
- K, .
(37)
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/ 122U
- [— A
K,=| K;+—2|
. 2 )
\ - 7/
e -~ N
= e R
=l K, +—K, |
L4 /
\ N 7/
K] 27
K== (32)
'
o A3
BT
4
(33)

Applying boundary conditions from Equations (21b) and

After grouping terms and manipulation, the general expres- (21c) gives A)=Ky's and A4;=0, respectively. Substitution

sion for U is obtained as follows: into Equations (32) and (33), solution U and its derivative,
U’, are obtained, respectively, as Equations (34) and (35):

K
3 77 _ A0 By
i U o= e 5 C0S AX
o S s+
| /oA N\
% (2K, )\ /N
[ ., s T\ G a8 (34)
4 Jy ol 47 o4y L Y E 3 NP bra
|‘L1].w|uﬁ= T ffu L [ /_ (1) . N
L 3t 5t J s 3K,
s 4 s e + > cos(37zx)
0 sx* sTxt s'x K, s+97m
—— %21+ + - + —
Ky 2! 4! 6! 8
2 K
s S / . .
+ =tcos mxql — 5+ = — - U'=- — —sin (zx)
7 o7 s+
4K, 7 35
2= sin (27x) (35)
s+ 4
Further simplification results in Equation (32): — 9K—27r2 sin (3 X )
s+ 97
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Taking inverse Laplace transforms of U and U, and sub-
stitution into Equation (38), the solution in the (x,t) domain
is obtained.

(36)

(37

(3%

The solutions for v=1 and times 0.005, 0.05, and 0.2 sec-
onds were compared with the Adomian method and exact
solutions are shown in Table 1. Figure 1 is a comparison of
the two methods at t = 0.005, 0.05, 0.1, and 0.2 seconds.
From Table 1, it is apparent that the exact solution compares
well with the current method for the case of v=1. For small-
er values of v, additional terms of the Taylor series expan-
sion are required to produce higher accuracy.

12 [ Uex (t = 0.005)
| o Uad (t= 0.005)
Uex (t= 0.l
[T e lmgeoom  t=0.005
L Uex (t=0.1)
roo Uad (t= 0.1)
F Uex (t=0.2)
Foo Uad (t= 0.2)
0.8
i t=0.05
=0.6-
0.2 C t=0.2
0d L [ L L
0.2 0.4 0.6 0.8 1

Figure 1. Comparison of Exact Solutions with the Laplace-
Adomian Method for v=1

Table 1. Comparison of Exact Solutions with the Laplace-
Adomian Method for v=1

000s | 005 | 02

X Exact | Adom | Exact [ Adom | Exact | Adom
0 0 0 0 0 0 0

0.1 0.2902 | 0.2902 | 0.1780 | 0.1782 | 0.0419 [ 0.0420
0.2 | 0.5531 | 0.5531 | 0.3414 [ 0.3417 | 0.0800 | 0.0801
0.3 0.7636 | 0.7637 | 0.4759 | 0.4763 | 0.1106 | 0.1108
0.4 | 0.9012 | 0.9016 | 0.5686 | 0.5693 | 0.1308 | 0.1310
0.5 0.9518 [ 0.9527 | 0.6091 | 0.6099 | 0.1385 | 0.1387
0.6 | 0.9092 | 0.9109 | 0.5904 | 0.5914 | 0.1326 | 0.1328
0.7 | 0.7765 | 0.7790 | 0.5111 | 0.5121 | 0.1135 | 0.1136
0.8 | 0.5660 | 0.5685 | 0.3767 | 0.3775 | 0.0828 | 0.0830
0.9 | 0.2982 | 0.2998 | 0.1999 [ 0.2003 | 0.0437 | 0.0438
1 0 0 0 0 0 0

Conclusions

The Laplace-Adomian method was used to obtain exact
and approximate solutions to the heat equation and non-
linear Burgers’ equation, respectively. In cases of homoge-
neous, time-dependent equations, exact solutions were ob-
tained and shown to be identical to solutions found by other
standard methods such as separation of variables and inte-
gral transform methods. The method is simple to use and,
unlike the separation of variable techniques, makes no as-
sumptions. With a four-term Taylor series expansion of the
initial conditions, the method was able to provide a very
accurate solution to Burgers’ equation for v=1. For small
values of v, additional terms of the series are needed to pro-
duce higher accuracy. In future studies, focus will be given
to the solution of these problems directly in experimental
heat flow studies for energy harvesting from heat waste in
thermoelectric materials along with a comparison of theoret-
ical modeling and experimental results.
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MODELING AND ANALYSIS OF A HYDROGEN FUELING
STATION NETWORK

Fang Clara Fang, University of Hartford; Neftali Torres, University of Texas at Austin

Abstract

A geo-spatial analysis was applied in order to model the
number of hydrogen stations and their placement on a re-
gional scale in the state of Connecticut. In the study, the
authors considered a number of unique geographic and so-
cio-demographic factors of the region and associated fueling
behaviors in order to predict the number of stations re-
quired. Those factors included traffic network, population,
existing alternative fueling stations, and transit routes. There
were approximately 248 stations identified in Connecticut,
based on these high-density factors. The preliminary station
arrangement was evaluated, based on the average vehicle
travel times for refueling. The study found that the weighted
average travel time for a user to reach a hydrogen station
was 4.91 minutes. Vehicle travel times by county and popu-
lation regions were also compiled. Lastly, station arrange-
ment optimization was explored by attempting to minimize
vehicle travel times for Connecticut. The study’s results
showed that the method for locating hydrogen stations de-
creased the driving time to a station in metropolitan/high-
traffic flow regions, while preserving similar travel times
within rural regions.

Introduction

In our modern age, where energy and fuel are primary
concerns, the idea of deploying alternative-fuel vehicles is
slowly turning into a reality. When making a change to any
alternative-fuel vehicle, a major obstacle is deciding on the
distribution of the fuel. In the case of hydrogen, the infra-
structure for refueling vehicles is almost non-existent. Sev-
eral studies have explored building a hydrogen infrastruc-
ture with various degrees of success. Milbrandt [1] deter-
mined the location and number of hydrogen stations nation-
wide that would make hydrogen fueling available at regular
intervals along commonly traveled interstate roads. An in-
frastructure design and cost analysis was also conducted.
However, the search did not examine refueling travel time
to ensure that customer convenience was maintained. In
addition, the experiment was performed on a nationwide
basis, so a focused study on individual states was still re-
quired. Melaina [2] succeeded in developing focused crite-
ria for determining the required number of stations based on
high-density factors including traffic flow, populations, etc.
However, the methodology for station placement and analy-

sis of the network were not evaluated. Nicholas [3] devel-
oped a hydrogen station network for Sacramento county,
based on the percentage of existing gasoline stations high-
lighted in earlier studies. Hydrogen stations were placed and
arranged utilizing Geographic Information Systems (GIS)
based on travel time. Though this experiment provided a
solid foundation for station placement and analysis for opti-
mization, factors such as population, traffic flow, and exist-
ing alternative refueling stations were not factored into the
placement of hydrogen stations.

This current study attempted to combine the favorable
aspects of the previous studies and enhance these aspects by
appropriately modifying the criteria for the state of Con-
necticut. This project explored the method of placing refuel-
ing stations based upon spatial factors such as population
density, traffic flow, existing alternative fueling stations,
and transit routes. GIS analyses were used to develop a
model that relates the location of stations to the number of
hydrogen stations by considering these spatial factors and
determining potential sites. The optimal arrangement of the
stations was derived by minimizing a person’s drive time to
the nearest station for a given region.

Methodology

Figure | presents a brief overview of the project method-
ology. This study was initiated with data collection and as-
sembly from various public resources. Once the data were
assembled, the proposed hydrogen stations were placed
based on spatial factors such as traffic volumes, population,
existing alternative refueling stations, and local transit
routes. After a preliminary proposed refueling network was
established, the station layout analysis was performed. The
output of the analysis was the weighted average travel time
from an origin to the proposed hydrogen station for the state
of Connecticut. The weighted travel time was then mini-
mized through an iterative process by rearranging the pro-
posed station layout. Lastly, a final proposed station layout
was determined.

For this project, GIS was utilized to develop a visual rep-
resentation of the preliminary hydrogen fueling station net-
work based on factors such as population densities, traffic
volumes, existing alternative fueling stations, and transit
routes. In addition, Network Analyst and StreetMap, two
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functions/software programs in ArcGIS 9.3 [4], aided in the
analysis of the preliminary hydrogen network for determin-
ing a final station arrangement that minimized the weighted
travel time to each station.

Phase I - Data
Collection/Assembly
Interstate Stations 1 Metropolitan Stations

Yy
Phase IT — Placing
Hydrogen Refueling
Stations

Consider Existing
Alternative Refueling *
Stations Preliminary Proposed
Hydrogen Refueling
Station Network

Consider hydrogen
buses and transit routes

Phase IIT — Station. Apply StreetMap and
Layout Analysis B North America
Database

Rearrange
Station
Layout

Determine
Travel Time
to Nearest

Station

Weighted
Travel

Time for
the State

Travel
Times X
Trips for
allTAZ

Final Proposed
Mmimum Weighted Hydrogen Refueling
Travel Time Achieved [ Station Network -

Figure 1. Overview of Project Methodology

Phase I-Data Collection and
Assembly

As a first step in developing a hydrogen network, the da-
ta—including existing alternative fueling stations, popula-
tion densities, traffic volumes, and tract zones—were gath-
ered and spatially assembled using GIS. Following is a brief
discussion of the data collection process.

Existing Hydrogen Production Facilities
and Alternative Fueling Stations

Data on existing hydrogen production facilities and alter-
native fueling stations—including compressed natural gas
(CNG), bio-diesel, electric, ethanol 85, and hydrogen refuel-
ing stations—were gathered from online websites [5], [6].
The datasets were manually processed in ArcGIS. The exact
street addresses of these facilities and stations were identi-
fied, allowing for a more accurate placement, as presented
in Figure 2. As a result, it was found that the state of Con-
necticut contained nine CNG, four ethanol 85, three electric,
two hydrogen, one bio-diesel fueling stations, and three

hydrogen production facilities.
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Figure 2. Hydrogen Production Facilities and Existing
Alternative Fueling Stations in Connecticut

Interstate Traffic Volumes

As shown in Figure 3, more than fifty percent of the inter-
state network experienced traffic volumes that were less
than or equal to 10,000 vehicles per day (vehs./d), while the
rest had an even distribution of traffic greater than 10,000
vehs./d.
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Figure 3. Annual Average Daily Traffic for Connecticut
Population Densities

Population data were gathered from the UCCON Map and
State GIS Geographic Center [7], [8]. The tabular popula-
tion database was retrieved on population counts (from
1990) and land area (in square miles), sorted by town.

70 INTERNATIONAL JOURNAL OF MODERN ENGINEERING | VOLUME 14, NUMBER 2, SPRING/SUMMER 2014



Based on these results, population densities were evaluated
utilizing the normalization function in ArcGIS. Consequent-
ly, a map of the population densities was created (see Figure
4). The darker colored towns represent higher population
densities, while lighter colored ones represent lower popula-
tion densities. It should be noted that although the popula-
tion counts were taken from 1990, it was assumed that
towns with high population densities would remain densely
populated.

—_——_—

Figure 4. Population Densities for Connecticut

TRACT Zones

Census 2000 tract data were gathered from the U.S. Cen-
sus Bureau database [9]. The tract database provided tabular
information on population, vehicles, and mean income with-
in a tract zone. Each tract zone was spatially identified as a
shape file in GIS. For this study, tract data were selected
over traffic analysis zones (TAZs), due to the fact that there
were 2,000 zones, which would be computationally chal-
lenging for Network Analyst. In addition, tract zones con-
tained valuable information such as vehicle counts and aver-
age mean income that was otherwise unavailable in the TAZ
data. A map of the census 2000 tract zones was developed
based on eight counties in Connecticut, as illustrated in Fig-
ure 5. In total, there were 819 tract zones.

Phase [I-Developing a Preliminary
Hydrogen Fueling Station Network

With a variety of data assembled, phase II of this project
developed the initial hydrogen fueling station network based
on factors such as population densities, traffic volumes,
existing alternative fueling stations, and transit routes. After

extensively reviewing existing research and reports, this
study followed some general guidelines in the development
of a model for effective station placement, as highlighted in
an earlier study by Melaina [2]. For example, stations were
located in close proximity to high traffic volume, high pro-
file areas with potential consumers, and along the interstate.
In this study, the authors used these requirements and ex-
panded the analysis by providing a procedure to geograph-
ically locate these stations in GIS to consider unique social
and demographic characteristics of Connecticut.
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Figure 5. Tract Zones Grouped by County (2000)

Placing Interstate Stations

Refueling stations must be placed along interstate roads to
accommodate high traffic volumes, increase fuel accessibil-
ity to potential first fuel cell vehicle (FCV) buyers, and to
provide fuel to vehicles during long trips. For this project,
the interstate network considered both urban interstates and
rural interstates. Urban interstates were identified as road
networks that experienced volumes greater than or equal to
50,000 vehs./d—here, stations were placed at a maximum
distance of 5 miles apart. Rural interstates exhibited vol-
umes less than 50,000 vehs./d—in this case, stations were
placed at a maximum distance of 10 miles apart.

Based on these specific guidelines and an average daily
traffic volume distribution map (see Figure 3), a new map
that located potential stations was generated by using simple
selection queries and the divide function in GIS, as present-
ed in Figure 6. The interstate segments colored in red are
networks that experienced traffic volumes equal to or great-
er than 50,000 vehs./d. A total of 168 stations were placed
along the interstates in Connecticut.
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Placing Metropolitan Stations

For the metropolitan approach, stations must be placed
exclusively within metropolitan areas so that they are acces-
sible to the first adopters of hydrogen vehicles and to ac-
commodate for the large populations within the areas. This
study classified metropolitan populations greater than or
equal to 1,000 people per square mile (see Figure 7).
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Figure 7. Towns with Population Densities Greater than 1000
People per Square Mile

Stations were placed so that residents are a short distance
from their homes. The minimum number of stations re-
quired within any given metropolitan region is based on the
region's area and the average maximum distance from any
station (i.e., 3 miles), assuming the layout was being estab-
lished for an early hydrogen network. A total of 48 stations
were positioned within metropolitan regions.

Considering Existing Alternative Fueling
Stations

Existing alternative fueling stations are ideal for hydrogen
station adoption due to the fact that vendors are already ex-
perienced in dealing with zoning and relevant regulations.
In addition, these stations already serve customers on a reg-
ular basis. And, adding new hydrogen refueling stations
may increase the probability of hydrogen energy conversion
of existing customers. Thus, a total of 22 hydrogen stations
were manually placed based on the existing station map (see
Figure 2).

Considering Hydrogen Buses and Transit
Routes

Once standard hydrogen vehicles are widely commercial-
ized, hydrogen buses are likely to follow. Currently, the
Connecticut transit system has one fuel-cell bus that ser-
vices the Hartford downtown region; there are future plans
to adopt an entire fleet of hydrogen buses for the region.
Based on possible hydrogen transit routes and schedules, 10
stations were assigned.

Preliminary Hydrogen Station Network

Figure 8 illustrates the preliminary hydrogen fueling sta-
tion distribution after evaluating all of the approaches de-
scribed above. Figure 9 presents the preliminary hydrogen
fueling station distribution by county.
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Figure 8. Preliminary Hydrogen Station Layout

A summary of station counts and related statistics for the
preliminary hydrogen station network is provided in Table
1. There were 248 proposed stations in Connecticut. Hart-
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ford acquired the largest number of stations (58), while
Windham had the fewest stations (14). It was found that
station placement in urban areas such as Hartford and New
Haven generated more stations than in less-populated coun-
ties. This was expected based on the fact that metropolitan
areas experience greater traffic flows and, therefore, require
more refueling stations.
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extensions were used: Network Analyst and StreetMap.
Network Analyst allows the user to build, edit, and analyze
network datasets, while StreetMap provides domestic and
international routing and address geo-coding capabilities.
These two extensions, in combination, provided the means
for evaluating travel time from an origin to a proposed sta-
tion and determining whether the station(s) could be ar-
ranged to lower average travel time.

Developing Traffic Analysis Zones

This study manually combined the tract data (as shown in
Figure 3) into groups of three or four within the same coun-
ty using the GIS Dissolve function. The tract data were re-
duced to 275 TAZs, appropriate for computations during the
station layout analysis. The new population data and vehicle
counts within each TAZ were the result of a combined sum
of the initial corresponding tract zones. The median income
data were preserved by computing the average median in-
comes for the combined tract zones. Figure 10 displays the
TAZs grouped by county.

Figure 9. Preliminary Hydrogen Station Layout by County

Table 1. Preliminary Hydrogen Station Statistics by County

Stations by

County # pf # of Stations / : Town

Stations | Towns Town Min | Max

# #
Fairfield 44 23 1.91 0 6
Hartford 58 29 2.00 0 7
Litchfield 17 26 0.65 0 3
Middlesex 17 15 1.13 0 3
New Haven 42 27 1.56 0 4
New London 38 21 1.81 0 5
Tolland 18 13 1.38 1 3
Windham 14 15 0.93 0 2
Connecticut 248 169 1.47 - -

Phase I1I-Station Layout Analysis

With the proposed hydrogen refueling network estab-
lished, the optimal arrangement of stations was performed.
Previous studies [3] found that a station’s proximity to a
customer’s origin or destination was a significant influenc-
ing factor in station selection and usage. Therefore, the trav-
el time from a user’s origin or destination to a refueling
station was applied in this current study. Two ArcGIS 9.3
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Figure 10. Traffic Analysis Zones Grouped by County

Analysis of the Station Layout

The analysis assumed that all users within a TAZ would
begin at the approximate center of the TAZ and were as-
signed to the station that output the lowest travel time. This
process was used due to the fact that it would be computa-
tionally exhaustive if individual resident homes were con-
sidered as starting points. All residents within a TAZ were
assumed to leave at the same time. As shown in Figure 11,
the StreetMap function was then utilized to calculate travel
time along the street to the nearest station. The application
was utilized to determine the most efficient combination of
minor roads and interstates that output the lowest travel
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time. If there were multiple stations near the TAZ, then the
same procedure was applied to each station until the optimal
solution was achieved. If stations outputted the same travel
time, the stations with the shortest distance were selected.

All data were manually recorded in tabular format using
MS Excel, as presented in Figure 11. In this table, the
“Origin TAZ” column represents the TAZ being examined,
while the “Station ID” column displays the ID number of
the selected station. The “Trips” column corresponds to the
vehicle counts that were extracted from the original tract
shape files for each TAZ. This column was used to calculate
the final weighted travel time for the state. It was presumed
that the TAZs generating higher trips would have a greater
influence than the TAZs with fewer trips.
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Figure 11. Station Layout Analysis

Analysis of Results

Table 2 presents the results from the station layout analy-
sis with respect to individual counties in Connecticut. They
include the trips generated and the vehicle travel time statis-
tics for each county and the entire state. Vehicle travel times
represent the travel time from the center of a TAZ to the
station that output the lowest travel time including the mini-
mum, maximum, averaged, and weighted average values.
As shown in Table 2, New Haven county drivers would
experience the shortest vehicle travel time (4.44 minutes),
while Litchfield adopters would drive an average of 8.24
minutes to a hydrogen station. This phenomenon was ex-
pected since a greater number of stations were placed in the
metropolitan areas that met the high-density requirements,
resulting in a reduced vehicle travel time. A similar pattern
was documented throughout the rest of the counties. The
weighted average travel time was 4.91 minutes for the entire

state. It was also found that the average and weighted vehi-
cle travels times displayed a small difference. The lack of
any difference between the average and weighted travel
times was due to the fact that high-density factors were al-
ready considered during the initial placement of the hydro-
gen stations.

Table 2. Results of Network Analysis

Vehicle Travel Times (min)
County/ .
. Trips
Region . .
Min | Max | Ave Weighted
Fairfield 353318 1 11 4.87 4.78
Hartford 368587 1 14 4.52 4.49
Litchfield 86471 1 16 7.93 8.24
Middlesex 74334 1 10 4.88 4.68
New Haven 350766 1 11 4.39 4.44
New London | 117972 1 11 5.29 5.31
Tolland 65037 1 12 5.21 491
Windham 50615 1 10 5.94 6.00
Connecticut 1460710 1 16 5.15 491

Although there was minimal difference between the
weighted travel times across each county, the impact can be
amplified through simple arithmetic. For instance, there was
a 0.29 minute and 15,269 trip difference between the Fair-
field and Hartford counties, which would save 4,428
minutes or 3 days’ worth of travel time. A noteworthy im-
pact such as 3 days would save a significant amount of time,
money, and reduced environmental impacts when studied
on a yearly basis.

Table 3 summarizes the minimum vehicle travel times for
representative TAZs when grouped into urban, sub-urban,
and rural classifications. Thirty TAZs were randomly select-
ed and arranged to fit one of the three sub-regions. The ur-
ban classification was identified as a TAZ with populations
greater than 20,000 people, while a TAZ with less than
10,000 people was classified as a rural region. The TAZs
that did meet the above requirements were known as sub-
urban regions. As presented in Table 3, urban, sub-urban,
and rural zones experienced weighted vehicle travel times
of 4.50, 6.45, and 7.38 minutes, respectively. This slight
difference in weighted travel times was expected, due to the
greater number of stations placed within metropolitan and
high-traffic-flow regions. Ultimately, shorter travel times in
urban areas validated the criteria and assumptions estab-
lished at the beginning of the experiment.
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Table 3. Refueling Travel Time (in minutes) for Urban,
Sub-urban, and Rural Regions

W'ght'd
Region |TAZID| County | Population | Trips TinTlf‘(‘:]in_) TM’iﬁfs_X TT’laI; Zl
(min.)
40 Fairfield 25765 6536 1 6536
44 Fairfield 21305 9347 5 46735
49 Fairfield 20801 10616 3 31848
69 Hartford 22533 7972 3 23916
Urban 110 Hartford 23609 5395 2 10790
(Pop > 4.50
20,000) 119 Hartford 23075 10655 4 42620
177 | New Haven | 20325 9958 3 29874
189 | New Haven | 23035 10987 3 32961
206 | New Haven | 28463 12356 10 123560
229 | New London | 24688 11475 7 80325
81 Hartford 14342 6217 13 80821
82 Hartford 10347 5066 13 65858
84 Hartford 10346 4135 5 20675
Suburban 13| Middiesex 10830 5425 5 27125
20,000> | 163 | Middlesex 13094 6556 3 19668 a5
Pop. > 167 | Middlesex 10367 4523 2 9046
10,000)
221 | New London | 12980 5887 7 41209
224 | New London | 11147 5280 4 21120
230 | New London | 11759 5213 2 10426
253 Tolland 11056 2837 12 34044
128 | Litchfield 3977 1407 15 21105
129 | Litchfield 2968 1157 4 4628
130 | Litchfield 1081 510 5 2550
232 | New London | 4991 2515 11 27665
Rural 243 Tolland 3036 1643 5 8215
(Pop < 7.38
10,000) 250 Tolland 5959 3249 6 19494
252 Tolland 4971 2502 6 15012
264 | Windham 1618 749 9 6741
265 | Windham 3798 1652 1 1652
269 | Windham 4692 2468 10 24680

Conclusions and Recommendations

This study expanded on earlier work to produce guide-
lines for placing and analyzing preliminary hydrogen refuel-
ing station networks. A more detailed and comprehensive
dataset for hydrogen station placement was then developed
exclusively for the state of Connecticut. A GIS-based sta-
tion layout analysis was applied in order to minimize user
travel time in a traffic analysis zone. The results showed
that the hydrogen station setup provided reduced travel
times for urban and high-density regions, while preserving
similar vehicle travel times for all other regions. Ultimately,
high-density factors considered at the beginning of the ex-
periment validated the experimental results. The findings
will establish a convenience for highly populated areas,
which would better promote early hydrogen vehicle adop-
tion. Furthermore, the outcome of this research may be im-
proved if existing gasoline stations, average household in-
come, and station capacity were examined. A cost analysis
may also provide a method for optimizing station place-
ment.

It must be emphasized that these driving times are esti-
mates and may be greater if traffic congestion during rush
hour and other relevant factors are considered. In addition,
hydrogen station placement may be modified to correspond
to the appropriate zoning restrictions and land availability.
Even if station locations were slightly modified, it is be-
lieved that the adjustment will have little effect on the
weighted travel times within a county or region. In addition,
this study has also explored station layout rearrangement
and optimization. Once a baseline travel time is established,
the proposed station layout can be rearranged in order to
minimize the weighted average travel time through an itera-
tive process, as described in the Methodology section. How-
ever, the experiment showed that if a proposed station were
merely placed at the center of the TAZ, it would generate a
“flawed” analysis with very low travel time, making the
optimization analysis useless. To eliminate this problem,
two options can be pursued. One is to partition residential
regions within the TAZ and acquire an average vehicle trav-
el time for the TAZ. The other is to have the location of
residential homes as the origin instead of the center of each
TAZ. Although the analysis would remain very similar,
guidelines on how to rearrange the stations would be re-
quired. It is also possible to assign stations to nearby exist-
ing gasoline stations and then rearrange the proposed sta-
tions. A C++ program or K means clustering is recommend-
ed to perform the analysis in a systematic manner in future
projects.

In conclusion, the study provides direction on hydrogen
station placement and serves as a tool for evaluating station
placement decisions by achieving a good arrangement of
them. It is anticipated that the results of this research will
enhance investigations into a cleaner, more environmentally
-friendly transportation system.
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REFLECTION AND TRANSMISSION OF
ELECTROMAGNETIC WAVES IN A NON-STATIONARY
DIELECTRIC MEDIUM

Deepthi Madhavapeddy, University of Connecticut; Ravindra Thamma, Central Connecticut State University

Abstract

In this study, the authors looked at the reflection and
transmission of electromagnetic waves (EM) in a non-
stationary dielectric medium, moving with a uniform veloci-
ty v and independent of time and position. Initially, the
problem was considered for two cases: when the medium
was moving parallel to the interface and then perpendicular.
The focal point of the study was to examine the behavior of
electromagnetic wave propagation—which is normally inci-
dent on a dielectric interface that is moving with constant
velocity, v, perpendicular to the interface—and to study the
changes in various physical properties like the reflection
and transmission coefficients, angles, and frequencies com-
pared to a stationary medium. Moving Target Indicator
(MTI) radar is one of the applications that was used in this
study.

Introduction

The reflection and transmission of electromagnetic waves
(EM) from a non-stationary dielectric medium has been a
fundamental problem of interest for several years. Numer-
ous authors have investigated this problem as early as in
1958. Pauli [1] and Sommerfeld [2] discussed in detail the
frequency shift of the reflected wave by a moving mirror. In
1965, Tai [3] and Yeh [4] gave the first solutions for the
problem of reflection and transmission of plane waves by a
dielectric half-space in a vacuum moving parallel and per-
pendicular to the interface, respectively.

Huang [5] discussed the problem of reflection and trans-
mission of electromagnetic waves when the dielectric is
moving in any arbitrary direction. The solution for this
problem has applications in the fields of optics, radio sci-
ences, and astrophysics. It is also of considerable practical
interest in many monitoring and control applications such
as: radio communication with moving spaceships; identify-
ing echoes from moving targets from stationary targets;
Moving Target Indicator radar systems; plasma diagnostics;
power amplification; and, laser Doppler anemometry for
fluid flow studies.

Theory

Plane waves can be defined as EM waves in free space,
which means that the electric and magnetic fields are con-
fined to a plane and are uniform within the plane at all time.
EM waves travel at the speed of light:

c= VYV =3x10°m/s

EM waves can be generated in different frequency bands
like radio, microwave, infrared, visible, ultraviolet, x-rays,
and gamma rays.

Figure 1 shows the electromagnetic spectrum, where the
visible portion of the spectrum is relatively narrow. The
boundaries between various bands of the spectrum are not
sharp, but instead are somewhat arbitrary (1 nm = 1x10” m).
When a light ray travels from one medium to another, part
of the incident light is reflected and part is transmitted at the
boundary between the two media. The transmitted part is
said to be refracted in the second medium. Polarization
plays an import role in wave propagation. The polarization
of a uniform plane wave describes the shape and locus of
the tip of the electric field vector, E, at a given point in
space as a function of time. A wave is linearly polarized if
Ex (z, ) and Ey (z, ?) are in phase (d=0) or out of phase
(d=p). For circular polarization, the magnitudes of the x-
and y-components of E(z) are equal and the phase differ-
ence is d=+p/2 . From the point of view of the target looking
at the transmitter, left-hand circular polarization has a phase
difference of d=p/2 and right-hand circular polarization has
a phase difference of d=-p/2.

Wavelengths in m
10 IR0 R 0 F2 103 0= T 0 RSN R N0 =2 0F S 10 R 2 1 0L N 0 R LI T O RIART =13

Radio, > < Infrared > < X rays

TV Microwave Ultraviolet > Gamma rays

101 10t 102 108 10 108EMAQ 1077 10 10° 10 10 102
Visible light

108 10°
Frequencies in Hz

700 nm 650 600 550 500 450 400 nm

E =

RED  ORANGE YELLOW  GREEN BLUE VIOLET

Copyright © 2007 Pearson Education, Inc. publishing as Addison Wesley

Figure 1. Electromagnetic Spectrum [6]

REFLECTION AND TRANSMISSION OF ELECTROMAGNETIC WAVES IN A NON-STATIONARY DIELECTRIC MEDIUM 77



Figure 2 shows the three wave polarizations for Linear,
Circular, and Elliptical. If the vector that describes the elec-
tric field at a point in space as a function of time is always
directed along a line, which is normal to the direction of
propagation, the field is said to be linearly polarized. In gen-
eral, however, the figure that an electrical field traces in an
ellipse is said to be elliptically polarized. Linear and circular
polarizations are special cases of elliptical and can be ob-
tained when the ellipse becomes a straight line or a circle,
respectively. The figure of the electric field is traced either
clockwise (CW) or counterclockwise (CCW). Clockwise
rotation of the electric field vector is also designated as right
-hand polarization and counterclockwise as left-hand polari-
zation.

Linear \’\Circular + Elliptical

Figure 2. Variations of Electromagnetic Wave Polarizations [7]

In real-world problems, the fields encounter boundaries,
scatterers, and other objects and, as a result, the fields must
be found by taking into account these discontinuities. In
general, the reflection and transmission coefficients are
complex quantities and their amplitudes and phases can be
varied by controlling the direction of the wave travel (angle
of incidence). In face for one of the wave polarizations
(parallel polarization), the reflection coefficient can be
made equal to zero. When this occurs, the angle of inci-
dence is known as the Brewster angle. This principle is used
in the design of many instruments such as binoculars, etc.
The magnitude of the reflection coefficient can also be
forced to unity by selecting the wave incidence angle. This
angle is known as the critical angle and is independent of
wave polarization; however, in order for this angle to occur,
the incident wave must exist in the denser medium. The
critical angle concept plays an important role in the design
of transmission lines, such as optical fiber, slab waveguides,
and coated conductors—the micro strip is one example.

Reflection and Transmission
Coefficients for Stationery Medium
Normal Incidence (Lossless Medium)

As shown in Figure 3, the wave is assumed to be traveling
perpendicular (normal incidence) to the planar interface
formed by the two semi-infinite lossless media [8]. When

the incident wave encounters the interface, a fraction of the
wave intensity is reflected into medium 1, with another part
being transmitted into medium 2.

FIGURE 5-1 Wave reflection and transmis-
sion at normal incidence by a
planar interface.

Figure 3. Wave Reflection and Transmission at Normal
Incidence by a Planar Interface [8]

Assuming that the electric field is polarized in the x direc-
tion, expressions can be written for its incident, reflected,
and transmitted electric field components, respectively, as:

E" =4 )
E' =4 3)

where, E' is the incident electric field, E is the reflected
electric field, E' is the transmitted electric field, and E, is
the incident electric field amplitude.

The terms /” and T” are used to represent, respectively,
the reflection and transmission coefficients at the interface
which are unknown and will be determined by applying the
boundary conditions on the fields along the interface. Since
the incident fields are linearly polarized and the reflecting
surface is planar, the reflected and transmitted fields will
also be linearly polarized. Using the right-hand rule, the
magnetic field components can be written as:

E

H' =4, 20 e 0

m

r n ron +jpz

H' = —ayn—le (5)

mh
H' =4 1 LB, eilﬂzl (6)

y
7,
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where, H' is the incident magnetic field, H" is the reflected
magnetic field, H' is the transmitted magnetic field, and #;,
1, are the wave impedances in medium 1 and medium 2,
respectively. The reflection and transmission coefficients
will now be determined by enforcing continuity of the tan-
gential components of the electric and magnetic fields
across the interface. The plane wave reflection and trans-
mission coefficients of a planar interface for normal inci-
dence are given by Equations (7) and (8):

23 o it Ir’
™ 1y 7 1y L 11
i = =
1. 1Ln F! 2 ™
7, +1, £ H
. 2n, . E n,
Th =ify 5 i
Ms——>=l+l"=—=-—+ (8)
o) n.
/

The corresponding average power densities can be written
as:

(10)

i o re.
where, S, is the incident average power, S,, is the average

reflected power, and § ;v is the average transmitted power
densities. It is apparent that the ratio of reflected to incident
power densities is equal to the square of the magnitude of
the reflection coefficient. The reflection and transmission
coefficients from the equations relate the reflected and
transmitted field intensities to the incident field intensity.
Since the total tangential components of these field intensi-
ties on either side must be continuous across the boundary,

it can be expected that the transmitted field can be greater
than unity.

Reflection and Transmission Coefficients
for Stationery Medium Normal Incidence
(Lossy Medium)

When a uniform plane wave is normally incident upon a
planar interface formed by two lossy media, the incident,
reflected, and transmitted fields, the reflection and transmis-
sion coefficients, and the average power densities are identi-
cal to the normal incidence for a lossless medium except
that: a) attentuation constants must be included in each
field, and b) the intrinsic impedances and attenuation and
phase constants must be modified to include the conductivi-
ties of the media.

(12)
(13)
(14)
(15)
H = (16)
i — ;5 __»f,.*fi;z:g*./’ﬁzi (17)
. 7,
b_ T =T b 27,
M=——7"=— (18)
n,+n n, +1,
2
. .| E B 1
S! =a, ‘ 0‘ e " R . (19)
2, m
E 2
S =—a. Fb‘z —‘ ol e*?" Re L (20)
2, yh
SI ~ ‘T})IE lEOlz 720{2R / 1 \\
o =—a L e 7" Re| — @21
2n, LUI J
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The total electric and the magnetic fields in medium 1 can
be written as:

o

FIGURE 59 Electric and magnetic field intensitics, and electric current
density distributions in a lossy earth.

Figure 4. Electric and Magnetic Field Intensities and Electric
Current Density Distribution in a Lossy Earth [9]

(23)

—h 420z +i2fr

i—1 ¢ e

Reflection and Transmission by a
Medium Moving Perpendicular to the
Interface (Normal Incidence)

Reflection and transmission by moving boundaries, such
as reflection from a moving mirror, introduce Doppler shifts
in the frequencies of the reflected and transmitted waves.
Here, once can see the problem of normal incidence on a
dielectric interface that is moving with constant velocity, v,
perpendicularly to the interface; that is, along the z direc-
tion, as shown in Figure 5. The dielectric is assumed to be
non-magnetic and lossless with permittivity. The left medi-
um is free space, €. The electric field is assumed to be in
the x-direction and, thus, the magnetic field will be in the y-
direction. Two coordinate frames can be considered: the
fixed frame, S, with coordinates {#, x, y, z}, and the moving
frame, S'with {# , x , y , z_}. Of interest in this case is the
determination of the Doppler-shifted frequencies of the re-

flected and transmitted waves, as well as the reflection and
transmission coefficients, as measured in the fixed frame, S.

The procedure for solving this type of problem—
originally suggested by Einstein in his 1905 special relativi-
ty paper—is to solve the reflection and transmission prob-
lem in the moving frame, S', with respect to the boundary at
rest, and then transform the results back to the fixed frame,
S, using the Lorentz transformation properties of the fields.
In the fixed frame, S, the fields to the left and right of the
interface will have the forms:

X \  of

moving dielectric
ky
E, «—
Ei —»—/> E
ki | ke
S Z s 7
stationary frame
. v

Figure 5. Reflection and Transmission at the Moving
Boundary [10]

Left side: Right side:
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3 ; ;

e — Y PR Y
H = H /w52

S i1,

where, o, w,, o, , and k;, k,, k, are the frequencies and wave
numbers of the incident, reflected, and transmitted waves
measured in S. In the frame, S’, where the dielectric is at
rest, all three frequencies are the same and set equal to .
This is a consequence of the usual tangential boundary
conditions applied to the interface at rest. Note that ¢, can
be written as ¢,=w,t—(—k,)z, implying that the reflected wave
is propagating in the negative z-direction. In the rest frame,

S', of the boundary, the wave numbers are:
4

!
w (4
! 4
k!'= = k' ==,
c c

/)1,

k! = \Je py =n—
¢
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where, c is the speed of light in a vacuum and # = \/ €/g,
is the refractive index of the dielectric at rest. The phase
velocities of the incident, reflected, and transmitted waves

are:

[0 a,

v = =¢c v =—L =¢
1 I Ty 1A =
k. K,

PN 1 92

w, LT L,

vV, =—=¢ —
! L nt 3
l\/’ e o V

In the rest-frame, S, of the dielectric, the fields have the
forms:

4 Sl _jét . Jer
E =E}Re’" + pe’’" ) (24)
H =—F'le/? + pe’/?")
H) =—E/le™ + pe’™) (25)
ifo
[nL A nE ST A 26
E' = tE" (26)

@7

where,

The corresponding reflection and transmission in the fixed
frame, S, are given by Equation (28):

Er_ 1=-p
— =P PR
E, 1+
E,_T1+ﬂn (28)
L, 1+ 4

Application

One of the major applications of EM waves is in radar
systems. The word radar is derived from an acronym for
radio detection and ranging. Radar is an electronic and elec-
tromagnetic system that uses radio waves to detect and lo-
cate objects. Radar operates by transmitting a particular
kind of radio frequency waveform and detecting the nature
of the reflected echo. When radio waves strike an object,

some portion is reflected, and some of this reflected energy
is returned to the radar set, where it is detected. The location
and other information about these reflective objects, or tar-
gets, can be determined by the reflected energy. Radio
waves have many properties including speed, frequency,
and power; they also display many phenomena such as re-
fraction, attenuation, and reflection. The known speed and
reradiation properties of radio waves are fundamental to the
theory of radar operation, since radar systems are, at their
core, transmitters and receivers of radio waves.

Radio waves occupy a portion of the electromagnetic
spectrum from frequencies of a few kilohertz to a few giga-
hertzes, which represents less than one-billionth of the total
electromagnetic spectrum. In a vacuum, radio waves travel
in straight lines. The speed of radio wave propagation in a
vacuum (3x10%m/s) is a universal constant, ¢. The speed of
wave propagation differs from c if the medium of propaga-
tion is matter. When electromagnetic waves travel in non-
conducting materials such as air, the wave speed, v, is slow-
er than ¢ and is given by Equation (29):

| (29)

where, ¢ and u are the permittivity and permeability of the
material, respectively. A measure derived from this wave
speed change is the index of refraction, n, given by Equa-
tion (30):

He— (30)

Y material

A typical value of the index of refraction for air near the
surface of the earth is 1.0003. A phenomenon called refrac-
tion occurs when radar waves pass through media with dif-
ferent indices of refraction. When a ray, the path of propa-
gation of an EM wave, passes from a material having a
smaller index of refraction to a material having a larger in-
dex of refraction, the ray is bent upwards. If the ray goes
from a material having a larger index of refraction to a ma-
terial with a smaller index of refraction, the ray is bent
downwards. The index of refraction of the atmosphere is not
constant and depends on temperature, air pressure, and hu-
midity.

Since the velocity of propagation is inversely proportional
to the index of refraction, radio waves move slightly more
rapidly in the upper atmosphere than they do near the sur-
face of the earth. From trigonometry, one can determine the
radar horizon range, the maximum distance that radar can
detect targets. The range is given by Equation (31):

REFLECTION AND TRANSMISSION OF ELECTROMAGNETIC WAVES IN A NON-STATIONARY DIELECTRIC MEDIUM 81



- — 7L 1 L DL e

V=2l RF, T & AT, 31

where, kr, is the effective radius and h, and h, are the
heights of the transmitter and target, respectively. Anoma-
lous propagation, or ducting of electromagnetic waves, oc-
curs when the effective radius, k7., is greater than 2. This
occurs when the gradient of the index of refraction of the
atmosphere, dn/dh, is very large. EM waves are traveling
waves that transport energy from one region to another. The
energy transfer can be described in terms of power trans-
ferred per unit area, for an area perpendicular to the direc-
tion of wave travel. In a vacuum, the energy flow per unit
time per unit area, S, is given by Equation (32):
ER

S (32)

where, E and B are the electric and magnetic field magni-
tudes, respectively, and po is the permeability of free space.
This can also be defined as the Poynting vector, and given
by Equation (33):

T
S = —FK

£y (33)
The total power out of any closed surface is then given by
Equation (34):

P=§ S.di G4
J

The atmosphere can cause power to attenuate, depending
on range and frequency. Attenuation peaks at certain fre-
quencies due to absorption by atmospheric gases, such as
water vapor at 22.24 GHz and oxygen at 60 GHz. Heavy
rainfall also attenuates radar waves increasingly at higher
frequencies.

Doppler Effect and Moving Target
Indication (MTI) Filtering

There are two types of basic radar: Pulse transmission and
Continuous wave. The former transmits a series of pulses
separated by non-transmission intervals, during which the
radar “listens” for a return and the later is constantly emit-
ting radar. Relative motion of either the radar or the target is
required to indicate target position or frequency shift. The
frequency and wavelength of EM waves are affected by
relative motion; this is known as the Doppler effect. Only
the radial (approaching or receding) component of motion
produces this phenomenon. If the source of an EM wave is
approaching an observer, the frequency increases and the
wavelength decrease. If the source is receding, the frequen-
cy decreases and the wavelength increase. An object's mo-

tion causes a wavelength shift, A4, that depends on the
speed and direction the object is moving. The amount of the
shift depends on the source's speed, and is given by Equa-
tion (35):

4
T Tresst T radidl

¢ (35)

.
ANGY

<

where, c is the speed of light (or wave propagation speed, if
in a material); 4, is the wavelength that would be meas-
ured if the source was at rest; and, v,44, 1S the speed of the
source moving along the line of sight. The v,,44 term only
refers to the component of velocity along the line of sight. If
the target moves at an angle with respect to the line of sight,
then the Doppler shift (A1) only informs about the part of
motion along the line of sight.

Radars use the Doppler effect to determine a target’s ve-
locity. Many radars use Doppler information only for deter-
mining target motion direction, whereas others determine
speed of motion more precisely. Radars transmit radio
waves of a set wavelength (or frequency), which then re-
flects off the target. In this case, the target acts as a source,
and its speed can be determined from the difference in the
wavelength (or frequency) of the transmitted and reflected
beams. Unwanted radio wave reflections in radar systems
are called clutter. Since clutter is unwanted, radars try to
eliminate it using signal and data processing techniques.

Using the Doppler effect’s result, that stationary objects
will not have frequency shifts, the transmitted waveform
frequency is filtered out of the received signal. As a result
of this frequency domain filtering, only moving targets will
remain. This process is called moving target indication fil-
tering or MTL

The purpose of MTI radar is to reject returns from fixed
or slow-moving, unwanted targets such as buildings, hills,
trees, sea, and rain, and retain for detection or display sig-
nals from moving targets such as aircraft. MTI radar utilizes
the Doppler shift imparted on the reflected signal by a mov-
ing target to distinguish moving targets from fixed targets.
A Doppler shift allows one to distinguish between target
and transmitter leakage. The amount of Doppler shift is de-
termined by the radial velocity of the target, since the radial
velocity is the apparent speed that the target is closing on or
going away from the radar. A target can move in any direc-
tion and across a wide range of speeds; therefore, the radial
velocity can change considerably.

Radar Range Equation

The radar range equation relates the range of a radar sys-
tem to the characteristics of its transmitter, receiver, anten-
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na, target, and environment. In the simplest form of the
equation, propagation effects discussed earlier are ignored.
If the power of the radar transmitter, Pz, is transmitted
through an isotropic antenna, which radiates uniformly in all
directions, the power density at a distance R from the radar
will be given by Equation (36):

power density = (36)

47zR :
Radars generally use directional antennas, which channel
the transmitter power in a particular direction. The gain, G,
of an antenna is the increased power in the direction of the
target, as compared to an isotropic antenna. When a direc-
tional antenna is used, the power density at distance R from
the radar becomes:
G
oz (37)

A47TK”

density power of signal transmitted at target =

Radar Cross Section (RCS), 4o, is a measure of the elec-
tromagnetic energy intercepted and reradiated at the same
frequency by an object. To determine the RCS of an object,
the reradiation properties are compared to an idealized ob-
ject that is large, perfectly conducting, and reradiates iso-
tropically. An example of this is a large copper sphere,
whose RCS is given by Equation (38):

RCS of copper sphere = 77" (3%)

where, r is the radius of the sphere. When the transmitted
pulse reaches the target, it is reradiated in all directions, so
the power density of the echo signal at the radar is:

power density of echo at radar = (39)

The radar antenna only captures a portion of the echo
power. If the effective area of the radar antenna is denoted
A,, the power received by the radar, Pr, is given by Equation
(40):

P PGA A, PG4 A4,
T A p2a-n2 (4. V4 (40)
ATTR 4 TR Uz j R

The maximum radar range, R, beyond which the radar
cannot detect targets occurs when the received echo signal
is the minimum detectable signal, P,,;,. Hence,

[ PGA4,
L 4‘/W (41)
Conclusion

In this paper, the authors summarized the operation of
radar systems and the how electromagnetic waves are used
to transmit and receive the desired information from various

targets. Also described was how the Doppler effect plays a
vital role in practical radar systems determining the target
velocity in Moving Target Indicator (MTT) radar systems. It
was also shown that the Earth’s atmosphere plays a central
role in radar operation, as it is the medium of propagation
for the radio waveforms. The focus of this study was to un-
derstand how EM waves travel when the medium is moving
with a velocity perpendicular to the interface and compare
physical properties like the reflection and transmission coef-
ficients, angles, and frequencies of both the moving and the
stationary mediums.
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COMPUTATIONAL ASPECTS OF MODELING FLOW
BOUNDARY LAYERS

Sabah Tamimi, Al Ghurair University,UAE

Abstract

A wall-element-technique-based finite element method
(FEM) was adopted in the near wall zone (N.W.Z.) for pre-
dicting the distribution of the pertinent variables in a smooth
straight channel. The validation of the imposed technique,
which used one-dimensional elements normal to the wall,
was tested with two different types of flows: pressure flow
and the combination of pressure and Couette flow. Both
types were examined for turbulent, fully developed flow,
when confined turbulent flow with a one-equation model
was used to depict the turbulent viscosity. Also, the validity
of the imposed technique was examined for the case in
which the N.W.Z. was extended away from the solid wall.
The imposed technique was tested and compared with other
techniques with respect to turbulent flow.

Introduction

One of the important applications of Engineering and
applied Computer Science disciplines is computational fluid
dynamics (CFD), which has become the focus of many
studies. It is well known that when a fluid enters a prismoi-
dal duct, the values of the pertinent variables change from
some initial profile to a fully developed form, which is
thereafter invariant in the downstream direction. Numerous
theoretical and experimental studies are available on lami-
nar flow [1], [2], but few on turbulent flow. Since it has not
been possible to obtain exact analytical solutions to such
flows, an accurate numerical approach is needed. Therefore,
an effective technique is required to model the variation of
the pertinent variables near the solid boundary, where the
variation in velocity and kinetic energy, in particular, is
extremely large since the transfer of shear forms the bound-
ary into the main domain and the nature of the flow changes
rapidly. Consequently, if a conventional finite element is
used to model the N.W.Z., a significant grid refinement
would be required. Several solution techniques have been
suggested in order to avoid such excessive refinement [3-5].

A more common approach is to terminate the main do-
main subject to discretization at some small distance away
from the wall, where the gradients of the independent varia-
bles are relatively small, and then use another technique to
model the flow behavior in the near wall zone (N.W.Z.). In
previous work, the validity of the adopted wall element

technique, based on the use of the finite element in one di-
rection normal to the solid wall, was tested and applied suc-
cessfully to fully developed flow and heat transfer [6].

In this current study, three stages were considered. In the
first stage, the validity of the adopted technique was tested
under a combination of pressure and Couette flow for fully
developed turbulent flow. In the second stage, the validity
of the imposed technique was examined when the N.W.Z.
was extended away from the fixed solid wall. In the third
and final stage, the development of turbulent flow using
parabolic elements was examined in one direction normal to
the wall in a straight channel with fixed walls.

Mathematical Model

The Navier-Stokes (N-S) equations associated with
steady—state incompressible two-dimensional turbulent
flow of a Newtonian viscous fluid with no body forces act-
ing are:

where, i,j= 1,2; u; and p are the time—averaged velocities
and pressure, respectively; 7 is the fluid density; m, is the
effective viscosity, which is given by m, = m + m; and, m
and m, are the molecular viscosity and turbulent viscosity,
respectively. The flow field must satisfy the continuity
equation, which may be written as:

du, 2)

Equations (1) and (2) cannot be solved unless a turbu-
lence closure model can be provided to evaluate the turbu-
lent contribution to u,.. In this present work, a one-equation
model was adopted:

1, =C,pk'"1, 3)

where, 1, is the length scale of 0.4 times the normal distance
from the nearest wall surface and C,, is a constant. The dis-
tribution of the turbulence kinetic energy, k, [7], [8] can be
evaluated by a transport equation given by:
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where, E=Cppk™?/l,; u/o; is the turbulent diffusion coeffi-
cient; oy is the turbulent prandtl or Schmidt number; and,
Cp is a constant.

The turbulence model, based on Equations (1), (2), and
(4), is called the one-equation (k-1) model. These governing
equations have been discretized by using the standard finite
element method (FEM) [9-11] and the Galerking weight-
residual approach was adopted in order to solve the discre-
tized equations governing fluid motion. For purposes of this
study, the main domain was divided into quadratic, 8-noded
elements in order to define the variations in velocities and
turbulent kinetic energy, while the pressure was predicted
using the mixed-interpolation technique developed by Tay-
lor and Hood [12]. This means that linear 4-noded elements
should be used for pressure. Green’s theorem is used, then,
to reduce the order of the equations to unity, resulting in a
‘weak formulation’ or non-linear equation matrix, which is
solved by either a coupled or an uncoupled method. Within
the N.W.Z., the universal laws concept [13], or one-
dimensional parabolic elements normal to the wall, was
used.

Boundary Conditions

Two types of turbulent flow were considered: pressure
and pressure plus Couette flow. At the upstream, constant
values were imposed for developing turbulent flow and
compatible fully developed values were imposed for fully
developed turbulent flow which were updated until a con-
verged condition was satisfied. No slip conditions were im-
posed on the solid boundaries and tractions were updated
downstream. Tractions are given by Equations (5) and (6):

o[ Qu, )
-— x;—parallel to walls  (5)
P kaxl J

T, = p+

X2

e (% +%j x—normal to walls ~ (6)
p\ox, Ox,

Within the main domain, conventional two-dimensional
isoperimetric elements were used to discretize the flow do-
main using a symmetric two-dimensional mesh consisting
of 56 elements and total of 199 nodes, or 63 elements and
222 nodes when the mesh was extended up to the wall.
Within the N.W.Z., either the universal laws concept or
conventional finite elements (i.e., 2-D elements up to the

wall) were used (see Figure 1).

In this current study, a wall element technique based on
an FEM was adopted using one-dimensional, 3-noded ele-
ments normal to the wall, as shown in Figure 2.

WALL 1 2
u, = Known , u_ = Known , k = Known < N:M:2Z:
1 2
<—Interface
N
u, Specified 1:x1
-0 + Updated
Y = Computional Domain X,
k Specified ( Main Domain ) 8k Updated
Centre Line 8x1
du
9k
a0 =0,y =0

Figure 1. Boundary Conditions When the Mesh is Terminated
at Short Distance from the Wall

UNIDIMENSIONAL ELEMENTS NORMAL TO THE WALL
i " (USING 3-NODED ELEMENTS)

WALL
Leew 1 | ! 4 l
(|J . c‘) N (|) l') <‘J‘o N.W.Z
e, 2 | l l l

Interface 'L ,L ,L ,L

COMPUTATIONAL DOMA|IN (MAIN DOMAIN)
© ELEMENT 1 ELEMENT 2 °
N 8-NODED ELEMENT J 8-NODED ELEMENT
-]

O —0- C O- -0
> x

1

Figure 2. One-dimensional Elements in One Direction Normal
to the Wall used in the N.W.Z.

Results and Discussion

Turbulent flow was considered in a parallel-sided duct of
width D, which is taken as 1.0 and length L. Different
Reynolds numbers based on the width of the channel of
12.000, 50.000, and 70.000 were considered. In studies [6],
[14], the validity of the adopted wall element technique (1-
D elements in one direction normal to the wall) was tested
for fully developed flow and comparisons were made with
other accepted techniques and experimental results. It is
generally agreed that the use of the universal laws is not
acceptable and the general use of 2-D elements up to the
wall is not economically viable since it needs excessive
refinement which is very costly in computer time and
memory size. Therefore, a wall element technique based on
the use of FEM was adopted successfully; since each 1-D
string of elements was analyzed individually, this saved
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computer memory and time required and can replace other
methods. For example, converged solutions were obtained
in 71 sec when 1-D elements in one direction were em-
ployed, and 193 sec when universal laws were employed.
However, a considerable saving in both can result if a com-
parison is made with the analysis when 2-D elements are
used up to wall. In this study, three stages were considered.
In the first stage, further calculations were concerned with
an analysis of combining pressure and Couette flow, while
the lower surface was stationary and the upper surface was
moving at a constant speed when 1-D elements in one direc-
tion normal to the wall were used in the N.-W.Z.

Fully developed turbulent velocity profiles and turbulent
kinetic energy distributions with a fixed lower surface and a
moving upper surface for a Reynolds number of 70.000
were obtained and are presented in Figures 3 and 4, respec-
tively. Again, the results obtained from the adopted tech-
nique using 1-D elements normal to the wall were found to
be superior to those obtained by using universal laws, since
these laws have been derived in conjunction with empirical
data and are applicable within a very small zone near the
wall and are only considered valid for certain one-
dimensional flow regimes. The results further showed ex-
cellent agreement between the imposed technique and ex-
perimental results [14] when turbulent fully developed flow
was considered.

S A 1D ELEN.IN 1-DIR
” ("

0.4

0.2

Figure 3. Turbulent Fully Developed Velocity Profiles for
Fixed Lower Surface and Moving Upper Surface: Re=70.000

The second stage was concerned with the validation of the
wall element technique in an extended N.W.Z. with the in-
terface located at 0.48D and 0.47D from the symmetric line
in a straight channel with fixed walls. Figures 5-7 show the
downstream velocity, kinetic energy, and shear stress when

the N.W.Z. is extended up to 0.47D. Obviously, the results
obtained from the adoption of 1-D elements in one direction
are still the most advantageous, owing to the number of
elements used in the N.W.Z. Also, the location of the
N.W.Z. limit does not seem to affect the values of the perti-
nent variables. This is a distinct advantage over the univer-
sal law approach where strict limits must be placed on the
location of the interface. Figure 8§ indicates excellent agree-
ment between the imposed technique and experimental re-
sults [14] for fully developed flow.

K S ¢ T UNIVERSAL LAWS
: A 1-DELEM.IN 1-DIR
Q  ExPERIMENTAL DATA (14)

Figure 4. Turbulent Fully Developed Kinetic Energy Profiles
for Fixed Lower Surface and Moving Upper Surface:
Re=70.000
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Figure 5. Fully Developed Velocity Profiles for Turbulent Flow
when the N.W.Z. is Extended up 0.47D
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Figure 6. Downstream Fully Developed Kinetic Energy Profiles
when the N.W.Z. is Extended up 0.47D
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Figure 7. Downstream Shear Stress Distributions for Fully
Developed Flow when the N.W.Z. is Extended up 0.47D

The final stage was concerned with developing turbulent
flow with the wall element technique in one direction nor-
mal to the wall used in the N.W.Z. in a straight channel with
fixed walls. Convergent velocity profiles at the outlet are
shown in Figure 9. These clearly demonstrate that the re-
sults obtained from the adopted wall element technique (1-
D elements in one direction) and complete mapping (2-D up
to the wall) is not identical and different from those ob-
tained when using the universal laws.

The velocity and the kinetic energy profiles presented in
Figures 10 and 11 indicate that for this case the correspond-
ence between the results obtained—when complete map-
ping and 1-D elements in one direction are used—are not as
good as that experienced for fully developed flow. These
figures clearly show that the use of 1-D in one direction is
not good when compared to use of the complete mapping
and 1-D elements in one direction normal to the wall, and
clearly not valid for developing flow. The results obtained
in Table 1 clearly show that the adopted technique is excel-
lent and can be used with confidence for fully developed
turbulent flow but not for developing flow, and the univer-
sal laws are not valid and should not be used.

velocity UrUmax

°
>

o 1-D ELEM. IN 1-DIR
O EXPERIMENTAL DATA  [14]

0.2 L3 (X} ¥ 0
X, 0.8 1.9

Figure 8. Turbulent Velocity Profiles for Fully Developed Flow
at 10D Downstream: L=10D, along with Experimental Results,
Re=50.000
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Figure 9. Turbulent Velocity Profiles for Developing Flow at
10D Downstream: L=10D, Re=12.000
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Figure 10. Turbulent Velocity Profiles for Developing Flow at
10D Downstream: L=10D, Re=12.000
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Figure 11. Developing Kinetic Energy Profiles for Turbulent
Flow at 10D downstream: L=10D, Re=12.000

Table 1. Results of the Simulation Model for Turbulent Flow

Technique/ Method used in Fully developed Developing
N.W.Z. Flow Flow
Universal Laws 1 1

Full mesh 2-D up to the ) )

wall

Wall element technique
(using 1-D element in 1-dir. 3 1
normal to the wall)

1: Poor (Not valid to be used); 2: Average (Valid to be used but not
preferable); 3: Excellent (The best to be used).

Conclusion

First, the utilization of empirical universal laws is not
valid for developing and fully developed flow, since these
laws are only really applicable for certain one-dimensional
flow regimes. Second, the general use of 2-D elements up
to the wall is not economically viable. Therefore, in order to
avoid such an excessive refinement, these methods were
replaced by introducing a wall element technique, based on
the use of the FEM.

Third, the use of the wall element technique 1-D in one
direction normal to the wall was applied successfully to
both types of flow pressure and combination of pressure
and Couette, and proved to be superior to other techniques.
Finally, the validation of the wall element technique in an
extended N.W.Z. was shown to have more advantages
when compared to the use of universal laws. Therefore, this
technique can be used to replace other techniques and can
be used with confidence for fully developed turbulent flow,
but not for developing flow.
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TESTABILITY-GUIDED ABSTRACTION FOR
SCALABLE BOUNDED MODEL CHECKING
OF EMBEDDED SOFTWARE

Nannan He, Minnesota State University at Mankato; Michael S. Hsiao, Virginia Tech

Abstract

In many reliability-critical applications, embedded soft-
ware becomes increasingly important. Since an error may
potentially cause disastrous results or severe economic con-
sequences in these applications, the correctness of such soft-
ware must be rigorously verified before it is put into opera-
tion. Although testing is still the mainstream approach in
software verification practices to detect bugs and demon-
strate the degree of confidence in the software quality, it
cannot provide 100% coverage to rigorously verify safety
requirements of the embedded software alone.

On the other hand, model checking, as an automated for-
mal verification technique, is capable of proving or refuting
the absence of bugs, with respect to specified properties. In
recent years, with the successful application of model
checking to formally verify hardware, more researchers are
interested in applying this technique to verify embedded
software. One major challenge in the scalable application of
model checking embedded software in practice is that the
state space traversed for formally checking is intractably
large. A property-based abstraction-refinement method be-
comes necessary in scalable software formal verification,
due to the fact the information required to verify a given
property in a program is typically small. The basic idea is to
automatically construct a small abstract model, which ex-
tracts property-relevant software segments and rules out
irrelevant ones.

In this paper, the authors present an efficient abstraction-
refinement method using a controllability metric (CM) and
an observability metric (OM), which are two basic testing
metrics for the high-level structural guidance for scalable
software model checking. This method is based on an under
- and over-approximate abstraction framework. Two basic
testability metrics were applied to efficiently guide the pro-
posed abstraction procedure. As a result, if the software fails
to satisfy the property, this method can quickly find an error
trace in the under-approximate model to demonstrate the
property violation; otherwise, if the property holds, it can
quickly compute a small and accurate over-approximate
model by automatically abstracting away irrelevant infor-
mation to prove the property.

Introduction

Testing and automated formal methods are two basic soft-
ware verification approaches. Testing is the mainstream
approach in many software verification practices for detect-
ing bugs and demonstrating confidence in the software qual-
ity before the product is delivered. Many techniques have
been well established for software testing [1]. One of the
main advantages of testing techniques is ease of use. A test
practice simply applies input stimuli to initiate the program
execution, and then compares whether or not actual outputs
equal expected ones. More importantly, testing is scalable
as it can be performed independent of complex implementa-
tion details. However, software testing is inadequate for
guaranteeing program correctness in reliability-critical em-
bedded applications, even if a program passes all available
tests.

On the other hand, the formal method conducts an explo-
ration of all possible behaviors, based on formal models of
the program and the formal specification of intended re-
quirements. The main advantage of the formal method is the
completeness it offers in terms of specific properties, which
can eliminate the limitation of inadequate coverage that
conventional testing faces. This is an attractive feature in
reliability-critical embedded applications. Furthermore,
some automated formal methods like model checking can
be used to detect hard corner-case bugs, which are hard to
be detected by testing alone. With significant advances in
automatic reasoning and the computing capability of mod-
ern computers, software verification using the formal meth-
od is no longer only of academic interest.

Model checking is an automated formal method that veri-
fies specified properties of the finite state model (FSM)
defined by a software program or hardware design [2]. It
aims to prove the absence of bugs with respect to specified
properties. Model checking can be fully automatic without
requiring much expertise, which is not the case with all oth-
er formal verification methods. Furthermore, when the de-
sign under verification fails to satisfy a given specification,
counterexamples can be generated automatically, which
show erroneous behaviors of the design. Three researchers
[3] shared the 2007 Turing Award for their work in devel-
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oping model checking into a highly effective verification
technology in both hardware and software industries.

Recently, one kind of model checking technique, called
SAT- or SMT-based Bounded Model Checking (BMC), has
become increasingly popular [4]. It unrolls the FSM within
a bounded K, step transitions from the initial state(s), and
checks whether a property violation can occur in the bound-
ed K. When K reaches the length of the longest transitions
in FSM, BMC can completely prove the property. The main
advantage of BMC is that it can quickly find the counterex-
ample (i.e., error trace) with the shortest path. Furthermore,
with BMC, each non-Boolean variable is modeled as a bit-
vector with a certain width (i.e., a vector of 32 bits for rep-
resenting integers) [5]. Such data modeling is capable of
precisely capturing the semantics of verification instances
constrained by the physical word size on a computer. In
particular, it allows for the detection of arithmetic overflow
and underflow bugs, which are hard to find by conventional
testing and other formal techniques. Thus, a number of soft-
ware model-checking tools such as CBMC [6], SATABS
[7], Saturn [8], F-SOFT [9], and hardware design validation
techniques [10], [11] have employed the bit-vector model-
ing of program variables.

However, limited scalability is still the major problem
with the formal method. In particular, one of the most seri-
ous problems with model checking is the state-space explo-
sion problem, where the space increases exponentially with
an increasing number of state variables. This problem is
typically much worse in software verification models than
that in hardware designs. Recently, many research efforts
have been invested in alleviating the state explosion prob-
lem. The most popular approach is the property-based auto-
mated abstraction-refinement method [12], [13]. The basic
idea is to create a small abstract model with information that
is relevant to the property under verification and to remove
irrelevant portions. An initial abstract is typically coarse and
cannot include all relevant information. To automate the
abstraction, an iterative refinement process usually accom-
panies the model-checking method. Refinement is necessary
to learn and restore any relevant information that has not
been identified in a previous abstraction step, until the ab-
straction is precise enough for verification. According to the
verification capability that the abstract model can render,
two important abstraction approaches for BMC are distin-
guished:

*  Over-approximation-based abstraction renders the
correct verification of proving the property. It may
produce abstract error traces, which are infeasible in
the original model.

*  Under-approximation based abstraction renders the
correct verification of refuting the property. It may

not be able to detect all error traces in the original
model.

The ultimate aim of this current study was to explore the
synergistic effects of the testing and formal methods in or-
der to achieve both scalable and high-assurance verification
for the reliability-critical embedded software. Presented
here is an approach for utilizing testability metrics in order
to guide the under- and over-approximation-based abstrac-
tion refinement processes for the scalable SAT- or SMT-
based BMC of embedded software. Specifically, CM and
OM have been used to direct the creation and refinement of
the under-approximate abstraction model in two main ways:
1) the selection of a subset of execution paths in software
BMC verification instances; and, 2) the discovery of the non
-uniform bit-vector encoding widths of program variables
on different execution paths. The testability metrics, espe-
cially OM, were used to guide the refinement of verification
-relevant software constraints with low computational costs.

Software Bounded Model Checking

Presented first are two assumptions that were needed for
this study. Programs under verification are assumed to be
written in ANSI-C, which is a popular programming lan-
guage in embedded software. The properties being verified
were assumed to be safety properties. It specifies in tem-
poral logic that an error will never happen at any execution
time instances with respect to all possible input combina-
tions. Given an ANSI-C program, P, and safety properties,
A, under verification, a typical SAT- or SMT-based software
BMC has four basic steps, as shown in Figure 1.

ANSI-C
Program P

Verification
property A

void foo() {
int x;
char arr[4];
ellAs-s‘L;;l(x>:0 &&x<4);
arr[x] = ‘K’;

}

1. Instrument P with A specified as
C asserts

¢

2. Construct bounded verification
model M via symbolic simulation

O

3. Compute verification conditions
as bit-vector formula F

SAT | Properties fail in P.
———] Counterexample with bound K
is produced.

Check Fwith
a SMT solver

UNSAT g

| P holds Properties in bound K. |

Figure 1. Basic Steps of Software BMC
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First, implement program P with verification proper-
ties 4, specified as C assertions. The C assertion is a
special program statement where of the asserted ex-
pression must always be true; otherwise, the execu-
tion aborts. In Figure 1, an example assertion is giv-
en, which claims that the value of the array index, x,
must fall within the size of the array variable, arr,
before each array access operation.

Then, construct the bounded verification model, M,

by modeling both data and execution trace in bound

for BMC via symbolic simulation in two ways:

* All program variables are modeled as size-
bounded bit-vectors.

* All loop structures and recursions are unrolled to
a bounded depth, K.

An example of modeling the execution sequence of
loop structures and program variables is shown in
Figure 2. The code block, 4, includes all statements
inside the loop. The maximum number of iterations
of the for loop is three. On the right side of Figure 2,
code block A4 is repeated three times and every inte-
ger variable is modeled as a vector of 32 bits. Any
constant is shown in its binary representation; for
example, the constant 0 is modeled as [0...0000]
with 32 bits.

Z=Yy+b;

§=3;

for (x=0;x <s; x++){

2[31,0] = y[31,0] + b[31,0];
S[31,0] =[0...011]; /3
Model intsgers | x[31,0] =[0...000]; /0

as 32-bits vectors

operator ife is the if-then-else operator, similar to the
ternary conditional assignment operator 7: in ANSI-C
programming language. This step involves several
compiler optimization techniques. More details could
be found in the study by He and Hsiao [14].

mabdz

a=a+d;
iflb <a) {a="h;}
ifiz <b) fz="1b;}

assert(z»=a);

ag dg
(b) Verification model of A

(a) Example C code

Figure 3. An Example Verification Model

3.

Next, encode verification conditions in M including
all bounded program constraints and the asserted
property, into the first-order bit-vector arithmetic
formula F. Figure 4 shows the bit-vector formula
generated from the verification instance of the C code
in Figure 3. All verification constraints in M are as-
sembled using the AND logic operator N. Cy and C;
represent conditional predictors for the two if condi-
tional expressions by < a; and z, < b;, respectively.
The last term of Fis the negation of the property un-
der verification, p. In order to prove that P is always

N0 e \ Code Block A true for any inputs, the negation logic is applied; that
1 else... | —————————4x[31,0] =[0...001]; /11 is, the complement of p is never true. Please note,
- ! Unroll Forloop though, that each variable in this formula is a bit-
| Code Block A I three times | X[31,0] =[0...010]; //2 vector from the model.
YT
. F=(cp=(bp=a)
Figure 2. An Example Software Bounded Model N (e, =(z < b))
The verification model, M, is usually represented as Iﬁ (2, N 2+ do)
the directed data dependency graph, where each node 'ﬁ (ay lftv"?v co boay)
represents a program operation and arrows represent the N (z, ite c; by zp)
data flow. Figure 3(b) shows model M in the Single M (p=(z >=ay))
Static Assignment (SSA) form for the C code example MNlp
in Figure 3(a). All variables in M are in the SSA form.
This format is an intermediate representation in compil- Figure 4. An Example Bit-vector Formula of Figure 3
er design, where each variable is defined only once. An
original program variable is split into versions, indicat- 4. In the final step, the satisfiability of Formula F,
ed by the original name with a subscript. For example, which corresponds to the discovery of an error trace
the variable @ has versions ay, a;, a, in M. Source nodes that violates the asserted property, is then decided by
in the graph are program input variables; for example, an SMT solver. An SMT solver is a software tool that
nodes ay, by, dy, zp in Figure 3(b). The value computed determines the satisfiability of first-order formulas
by the operation of the output node represents the prop- with respect to decidable theories, such as theories of
erty to be verified; for instance, p in Figure 3(b). The arrays, integers, bit-vectors, lists, etc. [15]. It uses a
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combination of SAT-solving and theory-specific de-
cision procedures. The SAT problems derived from
this BMC software are only related to the theory of
fixed-width bit vectors.

If Fis UNSAT (unsatisfiable), it is concluded that the
property holds within a bound of K. If the depth of
unrolling reaches the finite upper bound of loop itera-
tions, the program property can be proved complete-
ly. On the other hand, if F'is SAT (satisfiable), a sat-
isfying solution is produced that can be translated to
an error trace in the program.

Existing software tools could automate the BMC steps. A
bounded model checker was used for checking ANSI-C,
called CBMC, from Oxford University. By exhaustingly
exploring program behaviors up to a given loop bound, it
can formally verify safety properties such as adhere-to-array
bounds (no buffer overflows), user-specified asserted prop-
erties, etc. If a property fails, CBMC automatically returns
an error trace. This trace can often be used to greatly simpli-
fy debugging of a faulty program. Many embedded applica-
tions have strict real-time requirements and limited memory
resources. As a result, loop constructs in ANSI-C programs
often have small execution iteration bounds. CBMC is capa-
ble of formally validating such bounds with the assist of
unwinding assertions. Once the bound is established, it can
prove the program correctness. Moreover, CBMC can mod-
el machine integers and IEEE floating-point arithmetic ac-
curately in order to evaluate machine-level code such as bit-
wise operators and arithmetic overflows [16]. It is, there-
fore, able to detect software bugs that may be missed by
many other formal verification tools. The source code of
CBMC is available for free, and intermediate outputs from
each BMC step are also accessible. This is the main reason
that this tool was employed in this current study.

Abstraction and Refinement

Multiple property-based automatic abstraction techniques
have been proposed to enhance the scalability of software
BMC. Their common objectives are to reduce the search
space of the verification model and to eventually reduce the
verification time. There are two main categories of abstrac-
tion and refinement techniques for model checking safety
properties: over-approximation-based abstraction and under
-approximation-based abstraction. Comparatively speaking,
the over-approximation model, Mo, has a superset of behav-
iors of the original model, M, by definition; whereas, the
under-approximation model, Mu, is defined to have a subset
of the behaviors of M. From these definitions, the following
correlations of Mo and Mu with M can be derived.

»  All possible execution behaviors in M are also feasi-
ble in Mo, but some behavior in Mo may not be fea-
sible in M. This feature implies that no false positive
errors can occur in Mo. It can be concluded that: if
the formula translated from Mo is UNSAT, the origi-
nal model, M, must hold the property under verifica-
tion.

*  All possible execution behaviors in Mu are also feasi-
ble in M, but some behavior in M may not exit in
Mu. This feature implies that no false negative errors
can occur in Mu. It can be concluded: if the formula
translated from Mu is SAT, the original model, M,
must violate the property under verification.

Over-approximation-based Abstraction

Predicate abstraction [17] and localization abstraction
[18] are two examples of over-approximation-based abstrac-
tion techniques. In this current study, the localization ab-
straction was investigated, which has been widely used in
scalable hardware verification. The idea of such abstraction
is to completely remove input constraints of a set of non-
input variables in the program and consider these variables
as pseudo primary inputs.

As shown in Figure 5, removed variables (nodes not filled
with any color), including their data dependencies, are re-
moved and become invisible in the abstract model. The var-
iables (nodes filled with the color red) at the boundary be-
tween visible and invisible variables become pseudo prima-
ry inputs. As a result, the abstract model, Mo, contains only
a subset of computation constraints from the original verifi-
cation model, which are represented by visible variables and
data dependencies.

- = = W
|~ \ ] Invisible
| - E . : m | variables
1 P | L — e
i Yo —" L .
Re — ‘ ﬁ ;
N “/" i S~ Visible
- - - - variables
o Ny
L -

Original model Localization abstraction

Figure 5. Over-approximate Abstraction

Figure 6 gives a simple localization abstraction example
on a small C code segment. Figure 6(b) shows the initial
abstraction from which program constraints in lines 1 and 2
are removed. The asserted property “assert(z>=y)” fails in
this model since it removes program dependencies between
the variables y and z and causes a false negative error. After
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restoring the constraints in Line 2, a refined abstraction was
obtained, as in Figure 6(c). Since the property holds in this
model, so must it hold in the original program.

lLy=z*x;
2.z=y; l.z=y;
3.if(x>y) { L.if(x>y) { 2. if(x>y) {
4. z=x; 2. 7z=X; 3. z=x;
b §
5. assert(z >=y); 3. assert(z >=y); 4. assert(z >=y);

(b) Initial Abstraction
(a) Original Program (c) After Refinement
Figure 6. An Example Localization Abstraction

Under-approximation-based Abstraction

Two under-approximation-based abstraction techniques
which were used in this current study for software verifica-
tion are shown in Figure 7.

\

Al faes

~ b H /// I|
ﬁ Q 1. red%ced

! “. encoding

-
branches A N
_\/\_\ é Jﬁgib width
N N

removed |

-
{a) M, with subset of (b) M, with reduced
control flow paths data value ranges

Figure 7. Two Under-approximate Abstractions

First, an abstract model, Mu, can be built by including a
subset of execution paths in the verification model, M. This
is done by forcing condition expressions in the program to a
constant value of either 0 or 1 so that only one branch is
taken for each enforced condition expression. This is shown
in Figure 7(a) for the conditional if" expression if{exprl)
{...} else {....}, assuming the value of expr/ is enforced to 1
only when the if branch is included in the abstract model,
Mu, but all statements within the else branch are ruled out
of Mu.

Second, another kind of abstract model, Mu, can be built
by constraining the value of variables to a smaller range
compared with the original variable value ranges in the orig-
inal model, M. This can be realized by setting the encoding
width of bit-vector variables smaller than their individual
modeling width, as illustrated in Figure 7(b)—represented
by thinner arrows compared with ones in Figure 7 (a). For
example, assume that the modeling width of a variable x is
32 bits and whose value range is [-2°!, 2°'-1]; the encoding
width of x is then set to 4 and the higher 28 bits are set to a

constant 0—here, the value range is restricted to [0, 2*-1].
This way, the search space of Mu is greatly reduced.

Abstraction Refinement Methods

Counterexample-guided abstraction refinement (CEGAR)
and proof-based refinement are the two most widely used
abstraction refinement methods. CEGAR was initially pro-
posed to automate localization abstraction and has been
extended with several variations. The integration of
CEGAR with predicate abstraction has been applied in sev-
eral software model-checking tools such as SLAM from
Microsoft Research for model checking device drivers [19].
More details about CESAR can be found in the study by
Ball and Rajamani [20].

Proof-based refinement is an alternative abstraction re-
finement method, which was proposed based on the BMC
and SAT/SMT solver. This current study also used the re-
finement approach together with under-approximate and
over-approximate models in alternation.

1. Given an initial bound, K, it first verifies the satisfia-
bility of the bit-vector arithmetic formula derived
from the initial under-approximate abstract model,
Mu. If the formula is SAT, a SAT solution with the
bound K can be obtained to show how the property is
violated and the verification is done. Otherwise, no
counter-example (i.e., error trace) can be found, with-
in the bound K, but it is inconclusive about whether
the property holds in the original model, M.

2. It then builds an over-approximate abstraction, Mo,
only with the set of program constraints used in the
UNSAT proof of Mu produced from a SAT- or SMT-
solver.

3. It verifies Mo without any bound constraints. If the
property holds in Mo, it means that the property
holds in the original model as well and the verifica-
tion is done. Otherwise, an abstract counterexample A
that violates the property in abstract model Mo can
be obtained, but it is inconclusive about whether A is
feasible in the original model, M.

4. Finally, the bound of A, instead of values assigned in
A, is used to determine a larger bound, K, and to re-
fine the under-approximate model, Mu, and a new
refinement iteration starts.

The basic workflow of this method with four stages is
shown in Figure 8. The actual refinement stages may vary
depending on the construction of the under-approximate and
over-approximate models. In comparison, with the proof-
based abstraction refinement approach, all counterexamples
within the bound, K, are ruled out at once; whereas,
CEGAR may need multiple refinement iterations to rule out
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these counterexamples. However, the proof-based approach
has one main drawback: it is more computationally inten-
sive to extract the refutation proof that there are no counter-
examples of bound K, than to refute a single abstract coun-
terexample. Thus, the refinement step becomes a bottleneck
in the process.

Thus, OM provides guidance for estimating whether a varia-
ble should be included in the over-approximate abstraction.

Table 1 shows the Controllability and Observability Co-
efficient (COC) values of basic program operators, as de-
fined by Bryant et al. [23]. These COCs approximate differ-
ent amounts of influence that basic operators have on the

Formally verify SAT Property fails! CM and OM. The CM and OM of each individual variable
bounded design M (return concrete computed by an operator were proposed to be derived by
} u counterexample) s
with bound K using its COC.
UNSAT Table 1. COC of Basic Program Operators
Decide new bound OPs COC Ops cocC
Build abstraction M, K’ > K (via learning the &, | 2 + 10
via UNSAT proof bound of abstract XOR 25 R 11
counterexample)
=, =, 3 <, 2> 12
>, < 9 ITE(if-then-else) 2.5
F ormally verify SAT with abstract
abstraction M, counterexample CM and OM Calculations
UNSAT . . . .
CMs of all primary inputs (PIs) of the verification model
Property holds are initialized to zero because values of these input variables

Figure 8. Basic Flow of Proof-based Refinement

Controllability/Observability Metrics

Testing metrics are used to measure the testability of a
hardware design or software product. Controllability and
observability are two basic testing metrics. They have been
used to identify hard-to-test regions in a design, where
faults can hide and not be easily reached by testing [21], and
analyze the testability of software components [22].

In software BMC, the CM of a variable, x, is expected to
approximate the difficulty of setting a value of x along all
paths from primary inputs to the variable x. The difficulty is
defined by two main factors: the maximum length of a path
and the computation complexity along the path. The OM of
a variable, x, is defined to estimate the difficulty of observ-
ing the value-change of the variable, x, at the output. Formal
verification aims to check the correctness of a design with
complete input coverage. Thus, CM can provide high-level
structural guidance for the search of a SAT solution, accord-
ing to different expectations. To be specific, it has the po-
tential to either search easy-to-control paths first, if the goal
is to test common cases, or search hard-to-control paths first
to verify corner cases, where random/directed testing can-
not. On the other hand, hard-to-observe variables are less
likely to affect the verification property, as variations of
their values have little probability for changing the property.

are fully controllable. The controllability of an internal vari-
able is affected by the controllability of its inputs and the
type of operator applying on this variable. Thus, the CM of
a variable, x, can be computed using the COC of the opera-
tor op and the CMs of all of its inputs /N(i), as shown in
Equation (1). The symbol N is the number of inputs of vari-
able x.

el Y PO Sy WS Vol VW B s VA \ SRR o 7 Vol (U

LY Vol Wl B sV AR Y S 7o Vol (SGNI Y (1)
Cnd (X j= pdax {nd uv, jy+ 00 wop

where, 0 <i<N.

After the CM values of all variables have been calculated,
the OM value of each variable can be computed backwards
starting from the primary outputs (POs). The OMs of one or
more POs are initialized to zero. Then, the OM of an input
variable, IN(i), is computed as the sum of the COC value of
x's operator op, and the maximum value among the CM, of
all side inputs of x and the OM of x via Equation (2):

OM (IN,)= COC (op) + Max {OM (x), Max{CM (IV .., i} @)

The CM/OM computed using Equation (2) has two im-

portant properties related to this current study:

e The larger the value of the CM, the harder the control-
lability.

e The larger the value of the OM, the weaker the observa-
bility.

¢ On any computation path from PIs to a PO, CM(x,)
<CM(x;) and OM(x;)>OM(x;) always hold, if x;is the
predecessor of x.
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Testability-guided Abstraction for
Software BMC

An efficient path-oriented bit-vector encoding width com-
putation approach was proposed for constructing the ab-
stract model. First, the key concept of the encoding width,
We, of a variable was defined as follows.

Starting from the least significant bit, the encoding width,
We(x), for a bit-vector variable x is defined as the number
of consecutive bits in the vector whose values have not been
assigned: 0 < We(x) < W(x). For each of the remaining W
(x) - We(x) bits, the value is set to be a constant 0 or 1.

Similar to the work done by Bryant et al. [24], this current
approach embedded the dynamic computation of encoding
width We in the abstraction-refinement framework. Howev-
er, the work in this study is distinguished by its path-
oriented analysis with the guidance of the static controllabil-
ity metric and the observability metric in three major ways.
First, it computes the initial non-uniform We of variables on
different paths. By setting a bigger initial We for the varia-
bles on the easy-to-control paths, while setting a smaller We
for other paths, this approach can greatly increase the
chance of finding a SAT solution in the restricted search
space directly, without the need to adjust We iteratively.
Second, in We adjustment steps (if necessary), this ap-
proach gives priority to enlarging the We of the easily con-
trollable variables by manipulating the abstract counterex-
ample generation guided by CM and OM. This helps to sys-
tematically search for the true counterexample or error trace
with less effort. Third, it sets We to zero for some single-bit
variables that determine path(s) selection, thereby enforcing
constant values on them to restrict choosing only a subset of
paths. This can avoid searching those partitions that have
been checked in previous refinement steps, especially the
ones on which the variables' We experienced no increase,
thus simplifying the problem.

Figure 9 illustrates the basic idea of refining the non-
uniform encoding width. Figure 9(a) shows the original
verification model, M, without abstraction, where the en-
coding width, We, equals the modeling width, W, for each
variable. Figure 9(b) shows the initial under-approximate
abstraction model M, where different variables are restricted
with different encoding widths, We. The variables on some
paths are assigned encoding widths different from the ones
for the variables on other paths. If an error trace is found in
the initial Mu, it is concluded that the property fails in M. If
no error traces could be found in Mu, this approach refines
Mu using the proof-based refinement method guided by CM
and OM to obtain a new set of encoding widths assigned, as
shown in Figure 9(c).

we:W
W modelin;\;
-_—

width

/ (a) Data dependency
v/ graph of M

-\_-sz:nggw

- -
(b) Mu with initial
non-uniform encoding
widths

Kz« Ky
(c) M, with refined
non-uniform encoding
widths during refinement

Figure 9. Overview of We Variance During Refinement

Figure 10 gives the basic flow of the guided abstraction
refinement approach. Compared with the basic proof-based
abstract refinement workflow in Figure 8, three main steps
are enhanced by testability metrics guidance, which are dis-
tinguished with dashed lines.

Guided Initial W,
Computation

ﬁ SAT

BMC of Under-

Property fails.
A counterexample

™| approximate Model Mu = is generated. Done!
ﬂ UNSAT
UNSAT Core Analysis
u UNSAT Property holds
BMC Ofﬁg]g;al& Iz)r oximate ——> No courr)lter}(;xampl'e

is found. Done!

U

Guided Abstract Counter-
example Generation

I

New W, Computation

|| Refined under-approximate
Model Mu

Figure 10. Basic Workflow
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Guided Encoding Width Computation

The computation of encoding width We involves two
stages. First, the initial We computation guided by testabil-
ity before abstraction starts. Second, We is adjusted during
each abstraction refinement iteration. In the first stage, the
initial We is computed and the constant value to be assigned
to the bits beyond the encoding width is determined. For
example, an integer variable is modeled with a bit-vector of
32 bits—assuming that We is 4, the bits being encoded are
[0, 3] and the bits beyond the encoding width are [3, 31],
each of which is assigned to be 1 or 0. The basic idea is to
give preference (a larger initial We value) to variables on
easy-to-control paths, which are identified by the controlla-
bility metric in order to increase chances of quickly finding
an error trace at the lowest computational costs. Moreover,
this keeps the encoding width of a variable consistent with
its inputs or relevant output variables and the given operator

type.

In the second stage, given the abstract counterexample ¥,
the approach enlarges We of some variables in Mu so that
the new encoded value range can adequately cover their
values assigned in ¥. It also updates the We of all other data
dependent variables in M and applies the new We on them
in order to build the new Mu. To avoid repeatedly searching
the same space among refinement iterations, model slicing
is applied in order to remove variables whose We do not
increase from the new Mu. As the search space of Mu or
Mo is finite, this approach is guaranteed to terminate. In the
worst-case scenario, the We of variables may need to be
enlarged in order to be equal to their modeling width 7. In
most applications, the verification iteration stops rather
quickly.

Conclusion

In this paper, the authors present a scalable formal verifi-
cation approach of embedded software written in C, which
makes use of bounded model checking, an under-/over-
approximate-based abstraction framework, and two testabil-
ity metrics. In order to enhance the abstraction accuracy and
reduce the computation cost of automatic abstraction, the
controllability metric and the observability metric are pro-
posed to be utilized as program structural guidance. As a
result, if the software fails to satisfy the property, this meth-
od can quickly find an error trace in the under-approximate
model to demonstrate the property violation; conversely, it
can quickly compute a small and accurate over-approximate
model by automatically abstracting away irrelevant infor-
mation to prove the property. The next phase of this re-
search project is underway to apply this proposed approach

to safety-critical embedded software written in C and to
formally verify safety properties specified as C assertions.
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