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Greenhouse gases and global warming! For years, many have claimed that humans, and the animals we raise for food, are contributing to the warming of our planet by the gases we create, thereby causing potentially catastrophic events in our not-so-distant future. To be fair, others disagree and feel that Earth’s climate has cycled continuously, hot to cold and back to hot again, throughout its history and is being only mildly affected by our current production of greenhouse gases (GHG). That is, we are currently in a global warming “stage”, which will eventually reverse itself, irrespective of human activities. That does not necessarily mean that we should stop caring about our environment and throw caution—and greenhouse gases—to the wind.

Under relatively optimal conditions, the energy striking Earth through sunlight is equal to the energy radiated or reflected back into space, thereby allowing our temperature to remain roughly constant. Greenhouse gases in the atmosphere trap the energy reflected from the planet’s surface causing, over time, the overall temperature of the Earth to increase. The logic is, then, that reducing greenhouse gases will reduce our perceived warming of the planet. Examples of naturally occurring gases include water vapor, carbon dioxide, methane, nitrous oxide, and ozone. Man-made gases, typically coming from industrial processes, include hydrofluorocarbons (HFCs), carbon dioxide (CO₂), and chlorofluorocarbons (CFCs). Over the last few decades, CFCs have been banned by many countries. CO₂ however, continues to be a problem for the Earth’s protective ozone layer. The U.S. produces about 25 percent of the CO₂ emissions worldwide (according to the National Energy Information Center’s Energy Information Administration in Washington, DC), as we meet 85 percent of our energy needs by burning fossil fuels. And, worldwide, CO₂ emissions are expected to increase by about 1.9 percent by the year 2025.

A major contributor to the world’s pollution and source of greenhouse gases is the burning of fossil fuels. But scientists and researchers are looking for ways to reduce the production of greenhouse gases. One way is to reduce our use of fossil fuels by adding small amounts (around 10 percent) of biofuels (ethanol and biodiesel) to the standard crude-oil-based fuels used in combustion engines. These biofuels offer 40-80 percent fewer GHG emissions than gasoline, do not require modifications to regular gasoline engines, and deliver similar horsepower, torque, and MPH to crude-oil-based fuels. Biodiesel is, in fact, so successful that the U.S., Brazil, and France are the top three producers in the world and have associated Federal mandates.

Biofuels are biodegradable, non-toxic, and often made from vegetable oils, waste cooking oil (WCO), tall oil (a by-product of the pulp and paper industry), and animal fats. Using a catalyst, sodium hydroxide for example, these oils are subjected to a reaction with an alcohol; this process is called transesterification. But biofuels are not new. Consider that the transesterification of vegetable oils dates back to the mid-1800s, when two scientists, E. Duffy and J. Patrick, received credit for first using the process in the production of soap. Their product was later named biodiesel. Today, many people feel that there is a growing trend towards biofuels; and perhaps there is. But that was also true from the end of the 19th century through the early 20th century, before fossil fuels became a cheaper source of fuel.

In 2013, roughly 2 percent of the energy used in the U.S. came from biofuels. Biofuels are considered carbon-neutral because the corn, sugarcane, soybeans, palm oil trees, etc. used to make them absorb CO₂ during growth and may offset the CO₂ produced when the biofuels are burned. But, not unexpectedly, there exists much controversy over the use of crop lands for biofuels instead of food crops, due to the decrease in available land for food crops and the additional use of fertilizers and energy to grow the crops.

In the featured article in this issue, the authors developed a predictive transesterification model to aid the process of reactor development. A Navier-Stokes reactive, multiple species flow model was developed and applied to a three-dimensional annular reactor, which ensured process modularity and product continuity. The chemistry of the flow was governed by four reversible reactions with kinetics data, and results demonstrated that higher conversion and product yield could be achieved at higher methanol-to-triglyceride molar ratios, lower velocities, and with a longer reactor. A high fidelity reactive flow model, based on CFD for transesterification was developed. The model was validated against experimental data for alcohol, TG, FAME, and glycerol yields obtained by Analytical GC/MS measurements.
HDL-BASED IMPLEMENTATION OF A NOVEL DYNAMIC RECONFIGURABLE DATA ACQUISITION SCHEDULER-ON-CHIP (SchoC)

M. Abdallah, State University of New York Polytechnic Institute

Abstract

Data acquisition is the process of sampling a physical quantity from the environment. In the case of more than one input, a reliable scheduler is needed. In this study, a number of signals with different frequencies were acquired via the proposed Scheduler-on-Chip (SchoC). The speed of the acquisition/storing process, the amount of data being acquired, and the signal reconstruction quality were the three main design characteristics that were taken into account. Moreover, the proposed system was dynamic, which means that it could detect any change in any of the input channels/signals. It could also adapt to the change and try to find the optimal sampling rate for each signal on the fly. Performance evaluations showed that the speed of the SchoC was 24% faster than a comparable software-based scheduler. The SchoC reduced the amount of data acquired by up to 59%, which in turn decreased memory requirements. It also achieved a high signal reconstruction quality and achieved a better root mean square of errors than a comparable software-based DAQ.

Introduction

In most real-time systems, task scheduling is the most important problem, because it is the scheduling plan that ensures that tasks meet their deadlines. Each task has its own timing restrictions or deadlines. Existing scheduling algorithms can be classified as shown in Figure 1. Dynamic scheduling is more flexible, allowing characteristic-varying tasks to be scheduled. In a round-robin process, processor time is equitably divided among all processes. Each process gets an equal time slot of a shared processor. If heterogeneous multi-rate processes are scheduled by a single core processor, the round-robin scheduling technique assigns the shared processor to all processes with a fixed processing rate [1]. In a Rate Monotonic (RM) process, tasks are assigned different priorities. Tasks with higher priority will interrupt the current task and replace it. This also means that the system is preemptive. The priorities are assigned to tasks based on their frequency. Priorities are assumed to be static, so the task periods also need to be static. Hence, RM cannot be used if tasks have varying frequencies [2]. Earliest Deadline First (EDF) places processes in a priority queue. The process which is closest to its deadline will be scheduled for execution. However, EDF has some drawbacks such as situations in which deadlines are not known in advance; thus, they are provided for but subject to change and/or situations that require uniform process spacing [2]. Scheduler-on-Chip (SchoC) is a new technique to dynamically schedule a large number of tasks using a single processor without increasing the requirements of the processor. It can fit under the quality-driven item in Figure 1.

Figure 1. Classification of Existing Scheduling

The focus of this current study was to develop a low-cost, small-circuit-size data acquisition system for a multiple-channel system, where several applications must schedule their tasks on a single processor. There are several channels and each requires its own optimal sampling rate. Therefore, the problem of scheduling the tasks can be formulated as an optimization problem. Given a maximum sampling rate, $F_c$, of an analog-to-digital converter (ADC) for a total number of $N$ channels, the problem will be how to assign an optimal sampling rate, $F_i$, for each channel. A mathematical formulation of the problem was developed. This algorithm allowed for maximizing of the total number of channels but also minimized the amount of data being acquired and stored and which would eventually be transmitted. The sys-
tem was prototyped on an Altera Cyclone II Field Programmable Gate Array (FPGA). The scheduling algorithm that finds the optimal sampling rate was developed using only Hardware Description Language (HDL) modules (i.e., hardware) and compared against known scheduling techniques (round-robin, RM, and EDF). The speed of the proposed scheduler was compared against a software-based scheduling implementation on the NIOS II processor using C++.

The power consumption calculations and comparison are currently under investigation and will be reported in future studies.

Applications

Using a single ADC is the best solution in terms of circuit size and power consumption, compared to one dedicated ADC per channel. Using a single ADC to acquire multi-channel signals is the optimal solution in nanotechnology applications, since circuit size is a critical issue. The proposed SchoC can be utilized in many applications, since different applications need to schedule multi-rate tasks on a single-core processor. Different analog sensors and quasi-digital sensors and transducers such as frequency can use the proposed SchoC [3]. The environmental measurements [4] and spectroscopic imaging [5], [6] are examples of applications that can utilize the proposed idea.

The proposed SchoC can be used in order to acquire human body signals such as heartbeat, pressure, and lung sounds. Using a varying sampling rate per channel is the optimal solution in terms of scalability, power consumption, and memory requirements [7], as well as for applications having only one channel of varying data sources. Each time period, the sampling rate should be configured according to the input channel characteristics. In the case of a single sensor of varying data sources, such as irradiation or vibration, the proposed dynamic SchoC can be used as well [8].

Design Methodology

For dynamic heterogeneous multi-channel signals, it is proposed that each channel be sampled at the appropriate sampling frequency in order to maximize the total number of channels and minimize the amount of data being acquired, which eventually will be stored or transmitted. The SchoC was designed and implemented in an FPGA to manage the variable switching time of the ADC and the multiplexer such that an arbitrarily large number of channels can be acquired with good reconstruction quality. One of the advantages of the proposed system that is not considered here is power consumption. According to Equation (1), the dynamic power increases as the activity factor, $a$, increases which, in turn, will increase the total power consumption. If the sampling rate increases, the activity factor will be increased.

$$P_{total} = a \cdot C \cdot V^2 \cdot F + I \cdot V + P_{short}$$  \hspace{1cm} (1)

where, $C$ is capacitance, $V$ is voltage, and $F$ is the processor clock frequency.

Generally speaking, dynamic power can be reduced by using different, lower rates of activity factor for less frequent sampling for channels that require a much smaller minimum service rate, as compared to channels with higher service rates.

Optimization Problem

The problem can be formulated as an optimization problem. Given a maximum sampling rate, $F_m$, of the ADC and a total number, $N$, of channels, an optimized sampling rate, $F_{Oi}$ for each channel needs to be assigned, as determined by Equation (2):

$$Max \sum_{i=1}^{N} \log_2 (OSR_i) \hspace{1cm} (2)$$

subject to: $\sum_{i=1}^{N} F_{si} \leq F_s$

$T_{si} \% T_s = 0$

$T_{si} \times M_1 \neq T_{sj} \times M_2 + T_r \times M_3$

where, the oversampling ratio for channel $(i) = OSR_i = F_{si} / F_s$; $i, j = 1, ..., N$; $i \neq j$; $T_s = 1 / F_s$; $T_r = 1 / F_r$; $M_1, M_2$, and $M_3$ are integers ($\leq 2 \times Max(T_r)$); and, $M_3$ is the number of time periods, $T_r$, between channel $j$ and channel $i$.

The objective of this optimization problem was to maximize the assigned sampling rate (or minimize the sampling period) for each channel. However, there were various restrictions that limited the $OSR_i$. First, the sum of the assigned sampling rates for all channels had to be less than or equal to the total sampling rate of the available ADC. Second, the assigned sampling rate for any channel could not be an arbitrary number. Its inverse, the time period, had to be a multiple of the inverse of the total sampling rate of the available ADC, $T_r$. Third, at any given time, no more than one channel could be sampled. For example, assume that $T_s = 0.625$ nsec; $Ch_1$ has $T_{si} = 2.5$ nsec; and, $Ch_2$ has $T_{si} = 1.875$ nsec. For this scenario, there was a problem at time $T = 2.5$ nsec. Both $Ch_1$ and $Ch_2$ needed to be sampled at the same time. This problem is called Same Time Sampling (STS) and has to be avoided in order to maintain high signal reconstruction quality.
SchoC Implementation

In this section, the implementation of the proposed SchoC using an Altera FPGA Cyclone II is presented. Four design issues are considered: 1) the proposed scheduler logic; 2) the software characteristics of the software implementation of the proposed—the software implementation is only introduced for comparison purposes with the hardware implementation of the scheduler; 3) the Digital Signal Pre-Processing Unit (DSPU)—the DSPU detects each channel’s frequency; 4) the Frequency Detection and Monitoring (FREDM) Module, which detects any change in the frequency and reports it. In Figure 2, a SchoC flowchart is presented. The inputs to the SchoC were frequency bandwidths of input channels. These frequency bandwidths were calculated on-the-fly by a proposed special DSP module, implemented in the FPGA using only HDL modules. Therefore, it was different than the EDF scheduler, where the user/operator had to input these frequency bandwidths in advance.

The SchoC technique starts with state 0 (S0), where each channel has its own sampling rate, $F_{si}$ and equals the Nyquist sampling rate. Therefore, each channel’s sampling period, $T_{si}$, had to be calculated by taking $1/F_{si}$ in state 1 (S1). $T_{si}$ should be multiples of $T_{s}$, if it is, the flow goes to state 2 (S2), otherwise, $T_{si}$ should be updated to be a multiple of $T_{s}$. In state 2 (S2), a brute-force search method was used. It was necessary to check the total sum of the sampling frequencies of the channels. If it exceeded the maximum sampling rate of the available ADC, the task would not be schedulable. Otherwise, the control goes to state 3 (S3). Current sampling frequencies could be a solution; however, the STS problem should be checked before judging the current solution. In state 4 (S4), channels order iterations to take place. In each order, STS problems are checked. If there is an STS problem, a success rate is calculated and then the control goes to state 4 (S4) again for the next iteration. If there is no STS problem, a valid solution is approached, which is needed to be stored as a possible optimal solution. After storing the solution or after all iterations are completed without finding a solution, state 5 (S5) should be reached. In state 5 (S5) for each channel, $T_{si}$ is decremented once by the value of $T_{s}$, taking into account that $T_{si}$ cannot be smaller than $T_{s}$. Then, the flow goes again to state 2 (S2).

Implementation: Software versus Hardware

The proposed system was implemented twice, in hardware and in software, in order to compare the results. A NIOS II processor was used to implement the software solution. The NIOS II processor consists of three types of cores, namely NIOS-II/e (economy), NIOS-II/f (fast), and NIOS-II/s (standard). The NIOS-II/f was the core used in this study. It is a 32-bit RISC processor, is pipelined, has an instruction cache, data cache, and 51 Dhrystone million instructions per second. The NIOS II processor is also provided with a JTAG debug module, which has software debug capabilities that enable a designer to debug the application when launched in hardware. The NIOS II processor is based on Harvard architecture, where program and data are stored separately. It has a 4 kB instruction cache and a 2 kB data cache. The processor runs on a 50 MHz clock. The NIOS-II processor core is connected to its components through the Avalon switch interface.

Digital Signal Pre-processing Unit

The digital signal pre-processing unit (DSPU) performs automatic signal conditioning such as bias addition and removal, adaptive signal scaling, and filtering [9]. An exten-
sion of the DSPU is presented here to have the built-in capability to perform digital signal processing such as FFT and DCT for one-dimensional digital signals. Its added functionality in this study was to perform real-time Fast Fourier Transformation (FFT) for each channel in order to monitor each channel’s varying frequency. As shown in Figure 3, DSPU has two main tasks. It performs FFT for each channel. In addition, a power density calculation is performed in order to detect each channel’s frequency bandwidth \(F_1, F_2, \ldots, F_N\). Moreover, it passes these values to the Frequency Detection and Monitoring (FREDM) module which, in turn, automatically decides if a frequency change occurred.

### The Frequency Detection and Monitoring Module

After detecting frequency bandwidths \(F_1, F_2, \ldots, F_N\) via the DSPU, the Frequency Change Detector in the FREDM compared each channel’s frequency with its previous values. If both values are within a small preset range, no action is taken. Otherwise, new frequency values are stored in memory and an enable signal is activated. The enable output signal is the input to the SchoC. Moreover, the Action signal can simply report the change in frequency to a user and indicates which channel has the frequency change. The action signal can drive a certain device to perform a predefined action such as an alarm or frequency restoration (in power systems). Figure 3 illustrates the intercommunication between the DSPU, FREDM, and SchoC.

### SchoC Evaluation

Six parameters are presented here to verify the performance of the proposed SchoC. Signal reconstruction and speed were used to compare the software and hardware implementations of the proposed scheduler. Accuracy was used to compare the hardware implementation of the scheduler and a well-known existing technology (NI). Memory requirements and a schedulability analysis were performed with the proposed SchoC and the well-known round-robin scheduling technique.

### Signal Reconstruction

Both EDF and RM scheduling, and the proposed SchoC techniques were implemented in software using NIOS II processor. Moreover, the proposed SchoC was implemented again in only hardware. When the scheduler implementation is done via software processor, low-quality reconstruction signals are generated especially with high-frequency signals. The NIOS II processor was used to implement the proposed scheduler, EDF, and the RM scheduling techniques. Its instructions have a non-uniform execution time. In other words, the time between each acquired sample is not equal. A Tektronix logic analyzer was used to prove this observation. The logic analyzer was connected to the acquisition clock of the NIOS II processor via one of the I/O pins of the FPGA. Figure 4 shows the non-uniform behavior of the generated acquisition clock of the NIOS II processor. This affects the frequency of the stored signal. So, one can see that the stored reconstructed signal starts to slow down and deviate from the original signal. This comes from the fact that the NIOS II processor is instruction-based, which makes data acquisition non-uniform. In other words, the time between each acquired sample is not equal. This af-

\[
P_i = \frac{(\text{real})^2 + (\text{imag})^2}{M}, \quad i = 1, \ldots, M \tag{3}
\]
ffects the frequency of the stored signal. Therefore, the proposed hardware SchoC was better than the software-based implementation, in terms of the signal reconstruction quality.

Speed

In the implemented software-based DAQ systems, the speed of data acquisition, processing and storing is slow. It reaches 46 seconds to process and store only 8000 blocks of data, where each block contains 512 samples. Hence, another design approach was implemented in this study. The SchoC hardware acquisition was implemented in order to get faster data acquisition and processing, and a better storing system as well as to maintain an accurate signal reconstruction in terms of the frequency. A comparison was done between the proposed SchoC and the software-based NIOS II acquisition and storing systems. Different data sizes were applied to both systems. The performance evaluation showed that the speed of the proposed hardware SchoC was 24% faster than a comparable software-based scheduler. Figure 5 shows the time saved using the SchoC over the software-based schedulers. The horizontal axis represents the data size (number of blocks) and the vertical axis represents the time saved in seconds. As shown, as the data size increased, the time saved also increased.

Accuracy

The National Instruments (NI) data acquisition card was chosen because it has the closest similarity to the proposed DAQ structure (although it is a computer-based device). The NI test-bench is a PCI-6115 4-channel, 12-bit DAQ card [10]. This National Instruments DAQ was used for comparison. To be fair, the sampling rate was fixed for both systems at 40 MSPS. The proposed SchoC utilized a Texas Instruments ADC12D040 12-bit ADC [11]. Different signals were applied to both systems. Acquired signals from both systems were tested in terms of root mean square of errors. A signal generator was used to generate the sine waves under investigation. The proposed SchoC works as a standalone device without any interfere from the computer. All of the processing and control was done by the FPGA. On the other hand, the NI-based DAQ needs a LabVIEW program that runs on a computer in order to store the input signal into a file. Both acquired/stored signals by both systems were tested using Matlab. The root mean square of errors was used as an evaluation parameter.

Four analog sinewaves of 1, 1.5, 2, and 3 MHz were applied to the inputs of both DAQ systems. Different sample sizes of N = 100 and 1000 were considered. A comparison between the acquired/stored signals via both DAQ systems with respect to the source signal was made. The root mean square of errors RMS (e) was calculated for both systems. Table 1 shows a comparison of the proposed SchoC and a comparable NI-based system. From Table 1, although the NI card has two signal conditioning stages, the performance of the proposed SchoC was better than the NI-DAQ. The best performance for the proposed SchoC had 15% better (smaller) RMS (e) values than the NI-based DAQ, in the case of 1000 samples of 2 MHz input signals.

<table>
<thead>
<tr>
<th>Signal</th>
<th>100 samples</th>
<th>1000 samples</th>
<th>% Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 MHz</td>
<td>0.07</td>
<td>0.075</td>
<td>0.07</td>
</tr>
<tr>
<td>1.5 MHz</td>
<td>0.05</td>
<td>0.065</td>
<td>0.07</td>
</tr>
<tr>
<td>2 MHz</td>
<td>0.09</td>
<td>0.091</td>
<td>0.093</td>
</tr>
<tr>
<td>3 MHz</td>
<td>0.092</td>
<td>0.096</td>
<td>0.099</td>
</tr>
</tbody>
</table>

Table 1. Root Mean Square of the Error: Hardware FPGA-based Acquisition SchoC and Ni-based DAQs
Memory Requirements

Both the round-robin and the proposed SchoC schedulers were implemented in hardware. The goal was to test the ability of the proposed SchoC to minimize the memory requirements. Various case studies were considered for verification. One is presented in this section. Eight sinusoidal analog signals were considered, with channel frequencies of 500 kHz, 200 kHz, 190 kHz, 185 kHz, 160 kHz, 100 kHz, 100 kHz, and 100 kHz, and a maximum sampling rate, $F_s$, of the available ADC of 10 MSPS ($T_s = 100$ nsec). The SchoC is shown in Figure 6. The x-axis represents time slots separated by $T_s$. The y-axis represents the acquired channels (1 to 8). On the other hand, the round-robin scheduler can schedule the given signals with a fixed sampling rate for all channels ($1/800$nsec = $1.25$MSPS). This leads to over-sampling of low-frequency signals (such as the 100 kHz signal) which, in turn, causes extra memory storage requirements and power consumption. The SchoC scheduled the eight input channels to be sampled at a varying sampling rate. This reduced the amount of data being acquired which, in turn, decreased the required memory. The total amount of data being acquired using the proposed SchoC was less than that acquired by the round-robin scheduler by 59%.

![Figure 6. Eight Channels with a Varying Sampling Rate](image)

Schedulability Analysis

Various case studies were considered for verification. One is presented in this section. Consider a case study where the proposed SchoC can schedule a given task and a round-robin technique cannot get a solution for the same task. Let the maximum sampling rate, $F_s$, of the given ADC be 100 MS/s. The time period is 10 nsec. Three analog signals were applied to the proposed SchoC: 25 MHz, 10 MHz, and 2 MHz. In addition, assume that no channel has priority. Applying Nyquist's law, the following must be satisfied:

$$F_s \geq \frac{50}{3} \text{ MS/s}, \quad F_s \geq \frac{20}{3} \text{ MS/s}, \quad \text{and } F_s \geq \frac{4}{3} \text{ MS/s},$$

where $F_s$ is the sampling frequency for channel (i). In other words, $T_{s1} \leq 20$ nsec, $T_{s2} \leq 50$ nsec, and $T_{s3} \leq 250$ nsec, where $T_{si}$ is sampling time for channel (i). If a round-robin sampling technique is applied, these three signals cannot be sampled using the available ADC. Applying the proposed scheduling technique, these analog signals can be optimally scheduled using the available ADC. As shown in Figure 7, the optimal scheduling is: $T_{s1} = 20$ nsec, $T_{s2} = 40$ nsec, and $T_{s3} = 240$ nsec ($F_{s1} = 50$ MS/s, $F_{s2} = 25$ MS/s, and $F_{s3} = 4.166$ MS/s). The three constraints, mentioned in the optimization problem, are satisfied.

![Figure 7. The Round-robin Technique Cannot Schedule the Given Signals, but the Proposed SchoC Can](image)

Synthesis Analysis of the Proposed SchoC

From the Altera developing tools and the synthesis report, it was found that the prototype of the proposed SchoC only used 11,779 logic elements (35% of the available logic elements on the FPGA), 2770 registers, 244 pins (51% of the available pins), 75,904 memory bits (16% of the available memory bits), and four embedded multiplier elements (6% of those available). It can sample up to 32 channels using a single ADC.

Dynamic SchoC

The proposed dynamic SchoC was tested to verify that it could dynamically detect any change in the input channel.
frequencies. Moreover, that it could adapt to the frequency change and adjust the sampling rate for each channel/signal. Three signals were considered here (25 MHz, 15 MHz, and 5 MHz). A single ADC (100 MSPS) was used to acquire the three signals. In the FFT calculations, 512 points were used. As shown in Figure 8, source_real and source_imag were the real and imaginary parts of each output point, respectively. The signal py was the Power Spectral Density (PSD) of the first 255 points. The signal s_pyy_max was the highest PSD and s_pyy_max_index was its index. In other words, s_pyy_max_index was the location, fci, of the greatest frequency component. In Figure 8, F_s1 means the sampling frequency for channel 1, F_s2 the sampling frequency for channel 2, and F_s3 the sampling frequency for channel 3. T_s1 means the sampling period for channel 1, T_s2 the sampling period for channel 2, and T_s3 the sampling period for channel 3. As shown, the proposed dynamic hardware SchoC detected each channel’s frequency and determined the optimal sampling rate for each channel (F_s1=50 MSPS, F_s2=33 MSPS, and F_s3=10 MSPS). The sum of all sampling rates was 100 MSPS. It has to be less than or equal to the given ADC’s sampling rate of 100 MSPS. Therefore, the single ADC was fully utilized in this case.

Therefore, sampling frequencies for both channels were changed accordingly.

Figure 8. Dynamic SchoC (case study I)

At a certain point, channel one’s input signal was changed from 25 MHz to 16 MHz. As shown in the Figure 8, F_s_1 (the sampling rate for channel one) was changed accordingly from 50 MSPS to 33 MSPS, and T_s1 (the sampling period of channel one) was changed from 20 nsec to 30 nsec. As a second case study, three signals were considered as well. As shown in Figure 9, signals two and three were changed.

Figure 9. Dynamic SchoC (case study II)

Cost Comparison

Nallatech [12] does utilize the FPGA in their dual 3 Gsps ADC board (i.e., all main design modules are performed using an FPGA), but they use a dedicated ADC per channel which, in turn, increases the power consumption, cost, and circuit size. The cost of the Nallatech standalone BenADC-3G is currently $22,000 [12]. It also has only dual channels. Therefore, it is not scalable. It also lacks the adaptive/reconfigurable optimized sampling technique. Moreover, according to Venture Development Corporation [13], a study regarding the global and product shifts in the DAQ market was made. They expected that the total worldwide shipments of data acquisition products would greatly increase. In particular, a 22% increase to $321.5 million was projected for 2014 in just the U.S.

Conclusions

In various DAQ applications, a fixed sampling rate is not the optimal solution. The dynamic proposed scheduler-on-chip (SchoC) achieves the optimal solution for a large number of channels. It also reduces power consumption and memory requirements. Frequency detection and monitoring capabilities are integrated and implemented in the proposed SchoC. The proposed research provided design, implementation, and verification of a scheduler that takes full advantage of the capabilities of the FPGA as well as using a single multiplexed ADC for multi-channel analog signal acquisition and processing. It also detects and monitors their frequencies. Any change in input channel frequency is reported via Frequency Detection and/or Monitoring (FREDM) system. If the input signals have different frequency bandwidths, then the proposed SchoC is required to perform adaptive sampling, instead of using the highest frequency as a fixed sampling rate for all channels. Over-sampling low-frequency spectrum channels leads to unnecessary data, which in turn requires extra storage capabilities and more power consumption.
Different case studies were presented here. As a result, the proposed hardware dynamic SchoC was found to be able to schedule tasks that were not schedulable via the round-robin technique. It also reduced the amount of data being acquired by up to 59%, which in turn decreased memory requirements. Moreover, the implementation of the SchoC as a hardware component on a chip achieved fast data acquisition, processing, and storing system, as well as maintained an accurate signal reconstruction in terms of the frequency. The performance evaluation shows that the speed of the proposed SchoC was 24% faster than a comparable software-based scheduler. It reached 15% better (smaller) RMS (e) than the NI software-based DAQ. Different case studies showed that the proposed dynamic SchoC could detect any frequency change in the input signals. It also could adapt to the change and determined new optimal sampling rates for each channel.
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NUMERICAL SIMULATION OF A TRANSESTERIFICATION AND SENSITIVITY STUDY

Abstract

Transesterification is mainly achieved through a batch or semi-continuous reactor of the two immiscible reactants (methanol or ethanol and triglyceride) in the presence of a catalyst. A continuous reactor has the advantage of high throughput and is characterized as requiring minimal labor, while providing higher process efficiency, profitability, and less variability in product quality. As the process is influenced by a long list of geometrical, physical, and environmental parameters, their interactions have been problematic for the process engineer. High fidelity modeling and simulation of a reactive flow can isolate the influence of these parameters. In this study, a predictive transesterification numerical model was developed to aid the process of reactor development. A Navier-Stokes, reactive, multiple species flow model was developed and applied to a three-dimensional annular reactor, which ensured process modularity and product continuity. The chemistry of the flow was governed by four reversible reactions with kinetics data that were inferred from the work of Noureddini and Zhu [1] and closely reproduced in this current study [2]. In particular, this work entailed a sensitivity study of the methanol/lipid ratio, inlet velocity, temperature, and tube geometry in an attempt to find the optimal reactor design and process conditions. Results demonstrated that higher conversion and product yield could be achieved at higher methanol-to-triglyceride molar ratios, lower velocities, and with a longer reactor. This work also provided detailed information on the spatial distribution and progression of each of the reaction kinetics and molar fractions of the reactant and product species.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>K₁</td>
<td>Forward reaction constant for the first reaction</td>
</tr>
<tr>
<td>K₂</td>
<td>Backward reaction constant for the first reaction</td>
</tr>
<tr>
<td>K₃</td>
<td>Forward reaction constant for the second reaction</td>
</tr>
<tr>
<td>K₄</td>
<td>Backward reaction constant for the second reaction</td>
</tr>
<tr>
<td>K₅</td>
<td>Forward reaction constant for the third reaction</td>
</tr>
<tr>
<td>K₆</td>
<td>Backward reaction constant for the third reaction</td>
</tr>
<tr>
<td>K₇</td>
<td>Forward reaction constant for the overall reaction</td>
</tr>
<tr>
<td>K₈</td>
<td>Backward reaction constant for the overall reaction</td>
</tr>
<tr>
<td>E₁</td>
<td>Activation energy for the first reaction in the forward direction</td>
</tr>
<tr>
<td>E₂</td>
<td>Activation energy for the first reaction in the backward direction</td>
</tr>
<tr>
<td>E₃</td>
<td>Activation energy for the second reaction in the forward direction</td>
</tr>
<tr>
<td>E₄</td>
<td>Activation energy for the second reaction in the backward direction</td>
</tr>
<tr>
<td>E₅</td>
<td>Activation energy for the third reaction in the forward direction</td>
</tr>
<tr>
<td>E₆</td>
<td>Activation energy for the third reaction in the backward direction</td>
</tr>
<tr>
<td>E₇</td>
<td>Activation energy for the overall reaction in the forward direction</td>
</tr>
<tr>
<td>E₈</td>
<td>Activation energy for the overall reaction in the backward direction</td>
</tr>
<tr>
<td>u</td>
<td>Velocity component</td>
</tr>
<tr>
<td>SΦ</td>
<td>Dependent variable/turbulent scalars</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>ρ</td>
<td>Density</td>
</tr>
<tr>
<td>µₜ</td>
<td>Eddy viscosity</td>
</tr>
<tr>
<td>Dᵢ,m</td>
<td>Diffusion coefficient</td>
</tr>
<tr>
<td>f,C</td>
<td>User-defined constants</td>
</tr>
<tr>
<td>σₖ, σₜ</td>
<td>Empirical constants</td>
</tr>
<tr>
<td>mᵢ</td>
<td>Species</td>
</tr>
<tr>
<td>Scᵣ</td>
<td>Turbulent Schmidt number</td>
</tr>
<tr>
<td>kᵣ, kₒ</td>
<td>Forward and backward reaction constants</td>
</tr>
<tr>
<td>Cᵢ</td>
<td>Molar concentration of the jth species</td>
</tr>
<tr>
<td>nᵣ</td>
<td>Reaction order</td>
</tr>
<tr>
<td>v</td>
<td>Stoichiometric coefficient</td>
</tr>
<tr>
<td>Mᵣ</td>
<td>Molar weight</td>
</tr>
<tr>
<td>Rᵣ</td>
<td>Reaction source term</td>
</tr>
<tr>
<td>mᵢ</td>
<td>Mass fraction</td>
</tr>
</tbody>
</table>
Introduction

Biodiesel is considered a sustainable alternative to diesel fuel, as it can be utilized in current internal combustion diesel engines without any modification. It is transesterified from the combination of methanol or ethanol and triglycerides/lipid to form mono-alkyl ester in the presence and aid of a catalyst. The process is driven by a long list of parameters (e.g., molar ratio of reactants, their inlet conditions and properties, reactor geometry, etc.) making experimentation extremely tedious and sometimes inconclusive. Trapped grease, waste cooking oil (WCO), animal fat tallow, and algae oil are considered substitute feedstock and, hence, their psycho-chemical properties extend the list of parameters. High fidelity computational fluid dynamics (CFD) that model and simulate reactive flow is sought to gain more insight into the reacting flow parameters. Modeling and simulation of reactive flow finite volume discretization in a coupled system of equations (continuity, momentum, energy, transport of species, and turbulence scalars) have appeared in previous studies by the authors [3-5]. Recent advances in solution algorithms, computer memory, and processing speed facilitated this research field. Reactive flow simulations became a complementary laboratory tool and resulted in sever reduction in experimental setup and sometimes total replacement.

Transesterification still lacks robust modeling and simulation, despite well-defined process reactions [6]. The intent of this current study was to demonstrate the feasibility of pursuing numerical simulation for the transesterification process under different sets of flow parameters, thereby hoping to attract more interest for further research that could lead to improved and optimized reactor development. Transesterification can be conducted in a batch or continuous reactor. A continuous reactor has the advantage of high throughput, decreased labor, higher efficiency, and less product variability. The reactants are typically premixed by a head pump and are introduced into the reactor as a homogenous mixture. These reactants, triglyceride (TG) and alcohol (AL), are immiscible and under poor mixing mass-transfer limitations deter the reactions. As the reactions proceed, products are generated, the miscibility is reduced, and kinetics drives the reaction [3], [6], [7].

Boer and Bahri [8] investigated the mixing of oil and alcohol and observed the two-phase mass transfer limitation in the form of a sludge flow of a dispersed biphasic mixture. Mixing or induced turbulence, a higher temperature reaction, and an increase in the alcohol amount enhance the preferable forward reaction. Similarly, the presence of a catalyst reduces the reaction activation energy and allows the process to proceed faster. In this current study, the stoichiometric molar ratio was three moles of alcohols to one mole of triglyceride; however, practically speaking, this ratio rarely achieves the desired conversion. Results from this and other studies [1-3] showed a sigmoidal reaction progress for the transesterification. Hence, significant agitation was required to increase the reaction rate, as indicated by Boocock et al. [9]. The main reaction starts slowly, followed by a sharp increase and finally entering another slow asymptotic stage. This could be attributed to the reduction in droplet sizes, surfactant action of the intermediates, and the effect of solvability properties of the biodiesel product, as observed by Boocock et al. [9], Ma et al. [10], and Zhou and Boocock [11], all of whom described the reaction mixture during this stage as a pseudo-single-phase emulsion. The final reaction stage could be attributed to the two-phase reversion as glycerol (GL) concentration is increased, the ineffectiveness of the catalyst which dissolves in the produced polar phase, and the depletion of the glyceride reactants.

The main assumption of the simulation was to homogenize the mixing of the two reactants (TG and AL) at the reactor inlet, assuming that they would be pumped/injected together via a peristaltic or diaphragm pump at the desired velocity to ensure proper and homogenized mixings. This assumption made it possible to carry the analysis in a single phase flow of multiple reacting species. The simulation was carried out in an upright, dual annular reactor in which the flow was injected tangentially at values much higher than the laminar regime (Reynolds number ≈ 6000). Results of the kinetic studies done elsewhere by the authors were favorably compared in the literature [2]. The values of the rate constants and activation energies for the eight elementary reactions used in this study are shown in Table 1. It should be noted that the adopted kinetic model of these inferred values was pseudo-first-order that combined with a shunt-reaction scheme, as was also stated by the work of Freedman et al. [12]. This work was intended to show the feasibility of carrying high fidelity reactive flow simulations to the transesterification under different operational conditions in an attempt to use the model as a conceptual design tool at an early stage of reactor design.

Governing Equations and Model Development

System of Equations

Modeling reactive flow requires the application of flow continuity, momentum, energy equations, additional species transport equations, and turbulence scalars. The transesterification starts as soon as the reactant components enter the
Table 1. Kinetic Data of Transesterification, Reaction Constant, and Activation Energy

<table>
<thead>
<tr>
<th>Reaction rate constant</th>
<th>K_1</th>
<th>K_2</th>
<th>K_3</th>
<th>K_4</th>
<th>K_5</th>
<th>K_6</th>
<th>K_7</th>
<th>K_8</th>
</tr>
</thead>
<tbody>
<tr>
<td>WCO at 50°C Janajreh [2]</td>
<td>0.0356</td>
<td>0.1718</td>
<td>0.0688</td>
<td>0.2786</td>
<td>0.0866</td>
<td>0.0025</td>
<td>4.3E-9</td>
<td>0.0031</td>
</tr>
<tr>
<td>WCO at 60°C Janajreh [2]</td>
<td>0.0414</td>
<td>0.1579</td>
<td>0.0846</td>
<td>0.3054</td>
<td>0.1126</td>
<td>0.005</td>
<td>1.9E-8</td>
<td>0.0014</td>
</tr>
<tr>
<td>Noureddini and Zhu [1]</td>
<td>0.049</td>
<td>0.102</td>
<td>0.218</td>
<td>1.280</td>
<td>0.239</td>
<td>0.007</td>
<td>7.84E-5</td>
<td>1.5E-5</td>
</tr>
<tr>
<td>Activation Energy kJ/kmol</td>
<td>E_1</td>
<td>E_2</td>
<td>E_3</td>
<td>E_4</td>
<td>E_5</td>
<td>E_6</td>
<td>E_7</td>
<td>E_8</td>
</tr>
<tr>
<td>WCO at 50-60 °C Janajreh [2]</td>
<td>0.1319</td>
<td>0.0737</td>
<td>0.1823</td>
<td>0.0807</td>
<td>0.2304</td>
<td>0.6342</td>
<td>3.0544</td>
<td>0.6825</td>
</tr>
<tr>
<td>Noureddini and Zhu [1]</td>
<td>0.0632</td>
<td>0.0477</td>
<td>0.0955</td>
<td>0.0704</td>
<td>0.0308</td>
<td>0.0461</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The flow is governed by the Navier-Stokes equations associated with temporal, convective, viscous, and source terms and is described in Equation (1):

$$\frac{\partial (\rho \phi) + \frac{\partial}{\partial x_i} (\rho u_i \phi)}{\partial t} = \frac{\partial}{\partial x_i} \left( \mu \frac{\partial \phi}{\partial x_i} \right) + \rho D \frac{\partial \phi}{\partial x_i} (1)$$

where \( \phi \) is the dependent variable corresponding to density, \( \rho \), constituting the continuity; the velocity density multiple, \( \rho u_i \), constituting the momentum; and, the temperature, \( T \), governing the energy. The turbulent scalars, turbulent kinetic energy, \( k \), and the turbulent dissipation rate, \( \epsilon \), can also be represented by \( \phi \).

These two equations in the steady state flow regime are written here as Equations (2) and (3):

$$\rho \frac{\partial k}{\partial x_i} = \mu_i \left( \frac{\partial u_i}{\partial x_i} + \frac{\partial u_j}{\partial x_j} \right) \frac{\partial u_i}{\partial x_i} + \frac{\partial}{\partial x_i} \left( \frac{\mu_i}{\sigma_k} \frac{\partial k}{\partial x_i} \right) - \rho \epsilon$$  

(2)

$$\rho u_i \frac{\partial \epsilon}{\partial x_i} = C_{\mu} \frac{\mu \epsilon}{k} \left( \frac{\partial u_i}{\partial x_i} + \frac{\partial u_j}{\partial x_j} \right) \frac{\partial u_i}{\partial x_i} + \frac{\partial}{\partial x_i} \left( \frac{\mu_i}{\sigma_k} \frac{\partial \epsilon}{\partial x_i} \right) - C_{\varepsilon} \frac{\rho \epsilon^2}{k}$$  

(3)

The right-hand terms represent the diffusion, the generation, and the destruction/dissipation of the turbulent quantities, respectively. In these equations, \( \mu_i \) is the eddy viscosity, which is an order of magnitude higher than the laminar viscosity, and can be written as Equation (4):

$$\mu_i = f_{\mu} C_{\mu} k^2 / \epsilon$$  

(4)

where, \( f \) and \( C \) are user-defined constants and \( C_{\mu}, C_{\varepsilon}, \sigma_k, \sigma_{\varepsilon} \) are empirical constants. The species \( m_i \) transport equation is given here as Equation (5):

$$\frac{\partial}{\partial x_i} \left( \rho m_i \right) + \frac{\partial}{\partial x_i} \left( \rho u_i m_i \right) = \frac{\partial}{\partial x_i} \left( D_{i,m} \frac{\partial m_i}{\partial x_i} \right) + R_i + S_i$$  

(5)

where, \( D_{i,m} \) is the diffusion coefficient of \( m_i \) specie; \( S_{i} \) is the turbulent Schmidt number and is defined as the ratio of the eddy diffusivity, \( \mu_{i} \), to the eddy diffusivity, \( D_{i,m} \).

These transport equations incorporate an additional reaction source term, \( R_{i} \), that accounts for species reaction and are governed by the stoichiometric reaction according to Equation (6) and its Arrhenius rate of Equation (7):

$$\sum_{i=1}^{N} v'_{i,r} S_i \iff \sum_{i=1}^{N} v^*_{i,r} S_i$$  

(6)

$$k_{f \ or \ b} = A \alpha e^{-E/RT}$$  

(7)

where, \( v \) represents the stoichiometric coefficients; \( A \) is the pre-constant rate; \( T \) is the temperature raised to its dependent exponent, \( \alpha; E \) is the activation energy; and, \( R \) is the universal gas constant.

The reaction rate is proportional to the concentration of the reaction products raised to the specified power coefficients. That is, the \( i^{th} \) species production/destruction, due to the reaction \( r \), is written as shown in Equation (8):
\[ R_{i,r} = M_{i,r} (v_{i,r}^+ - v_{i,r}^-) \left( k_f \sum_{j=1}^{N} C_{i,j}^{v+} - k_b \sum_{j=1}^{N} C_{i,j}^{v-} \right) \]  

(8)

where, \( k_f \) and \( k_b \) are the forward and backward reaction constants, based on Arrhenius Equation (7); \( C_i \) is the molar concentration of the \( j^{th} \) specie raised to the stoichiometric coefficients \( v \) and reaction order \( \eta \); and, \( M_i \) is the molecular weight of species \( i \) [13].

The four reversible volumetric reactions were considered, which are described by Equations (9)-(12) and referred to as TG reaction, DG reaction, MG reaction, and Shunt reaction, respectively.

\[ \text{Triglyceride} + \text{Alcohol} \xrightarrow{\text{catalyst}} \text{FAME} + \text{Diglyceride} \]  

(9)

\[ \text{Diglyceride} + \text{Alcohol} \xrightarrow{\text{catalyst}} \text{FAME} + \text{Monoglyceride} \]  

(10)

\[ \text{Monoglyceride} + \text{Alcohol} \xrightarrow{\text{catalyst}} \text{FAME} + \text{Glycerol} \]  

(11)

\[ \text{Triglyceride} + 3\text{Alcohol} \xrightarrow{\text{catalyst}} 3\text{FAME} + \text{Glycerol} \]  

(12)

Model Assumptions and Development

The assumption of instantaneous equilibrium and equal diffusivity is too generic for numerical conversion of lipid within the annular reactor conditions. Hence, the numerical investigation in this transesterification study was based on eight global reactions and their kinetics in order to more accurately describe the multi-physics, multi-scale, multi-component model. The model was based on Eulerian reactive flow that considers the four reversible reactions of Equations (9)-(12). The injection of the well-mixed reaction components transversally into the first and outer annular chambers of the reactor marks the onset of these homogeneous reactions. As the swirl intensity decreases along the reactor, the flow exits the first annular chamber and is introduced again to the second inner annular chamber, thereby rejuvenating the swirl and doubling the reaction time.

Four mesh types were made for the reactor by surface revolution of the 2D quadratic cross-sectional surfaces. The first 3D mesh was used to validate the model against experimental measurements of the material species, while the other three 3D meshes were utilized for the mesh sensitivity study. The fluid was modeled with the Eulerian concept, where the residuals over the entire control volume were being monitored. The conservation of mass, momentum, energy, and species were ensured, based on Equations (1)-(5). As a turbulent flow was considered, the closure problem for the Reynolds stresses in the momentum equation was solved according to Equation (4) and the standard k-ε model leading to the inclusion of the two coupled transport equations for \( k \) and \( \epsilon \) of Equation (2) and (3). The kinetics for the homogeneous reactions and their chemical equations are described in Table 1.

The reactive flow at different component settings of stoichiometric and over stoichiometric of the methanol and lipid (WCO) concentrations, flow conditions, and temperatures was prescribed at the inlet, atmospheric conditions at the flow exit, and no-slip velocity and adiabatic temperature at the chambers walls. These analyses and reactions were developed within the framework of Fluent/Ansys commercial code [14] following steady flow and semi-implicit pressure-velocity couplings (SIMPLE). A second-order upwind discretization scheme was used for the advective terms, and a second-order central scheme was used for the diffusion terms. The solution was obtained when a residual of 1E-5 in all scalar equations was reached—i.e., mass, velocities, \( k \), \( \epsilon \), and the five transport equations: methanol, FAME (Fatty Acid Methyl Ester), triglyceride, monoglycerides, and glycerol (no lipid transport as it constituted the balance).

The two reactant species were entering the inner, exiting, then entering the outer chambers of the upright reactor at an inlet Reynolds number (Re) near 6000 (based on the bottom inlet diameter of 4 mm) and 1-to-6 triglyceride-methanol molar ratio. The atmospheric pressure outlet boundary condition was assigned at the outer tubular chamber located at the top. The no-slip wall velocities were imposed on all of the surfaces of the reactor. Descriptions of the six species are summarized in Table 2, following the work of Narvaez et al. [15] and Goodwin [16]. The mixing law was used to determine the overall properties of the mixture, as needed, and is given in Equation (13):

\[ \varphi_m = \sum_{i=1}^{n} Y_i \varphi_i \]  

(13)

where, \( \varphi \) is the property and the subscripts \( i \) and \( m \) signify the \( i^{th} \) species and mixture, respectively; \( Y_i \) is the mass fraction of the \( i^{th} \) specie.

Model Validation

A simple cylindrical flow model was used and validated against experimental data of the species concentrations that were taken from a well-stirred reactor in the work by Noureddini and Zhu [1]. This model consisted of a 3D, asymmetrical 15-degree wedge, with a radius of 1 cm and a length of 100 cm. The domain was discretized with a high-quality hexagonal mesh with one cell per degree circumferen-
entially by 15 cells radially by 400 in the length-wise direction, the latter directions have equally spaced divisions. The mixture was injected axially at 0.001 m/s into the reactor at 50 °C. A steady-state solution was sought as the solution reached the desired residuals of pf 1E-8 in all scalar equations: mass, momentum, energy, and transport. Experimentally, in the waste-to-energy group at Masdar, WCO was used as a feedstock, which was collected from the institute’s canteen at an estimated generating rate of nearly 60 liter/week. The oil was typically properly handled and kept away from water mixing for third-party collection. The collected sample was water dried, filtered down to 15 mm by means of filtering papers, and titrated, suggesting low free-acid contents making it suitable for transesterification. Palm oil and sunflower oil were the common types of oil used locally, which can be represented by the average molecular formula of C₅₄H₁₀₄O₆.

Measurements of the concentration of oil (triglyceride), FAME, glycerol, and alcohol were conducted by Thermo-scientific GC/MS that was equipped with an FID detector. A standard FAME column that was calibrated against several standard biodiesel samples was used to set the calibration curve for qualitative and quantitative species measurements. Results of the model and experimental data are plotted in Figure 1. It should be noted that the time in the model corresponds to the local transfer time, which was equated to the specific downstream station divided by the inflow duct velocity. Measurements are those obtained from the well-stirred batch reactor at 3600 rpm and 50 °C. Model results show some noticeable deviations in the first 20 minutes for the biodiesel, glycerol, and alcohol, yet the trends were followed fairly well. A fairly good model and experimental match was shown to dominate the remaining time in all of the four species.

## Continuous Reactor Configuration and Setup

An illustration of the dual annular chamber transesterification reactor is depicted in Figure 2. For detailed drawings of the chambers and their exact dimensions, please refer to the work by Abd Rabu et al. [17] and Abd Rabu [18]. The tubular reactor consisted of two coinciding and separated chambers with many features including: compactness, low pressure drop, ease of temperature control, isothermal reaction condition, and modular configuration for easy scaling up and scaling down. The modularity can be achieved through multiple-reactor stacking or simply by using longer tubing fitted on the same end-caps. The reactants were introduced circumferentially and, hence, minimized the pressure drop and increased the residence flow time during its swirling trajectory.

---

### Table 2. Summary of Species Properties and Molecular Weights

<table>
<thead>
<tr>
<th>Species</th>
<th>Chemical formula</th>
<th>Molecular weight</th>
<th>Viscosity (kg/m.s)</th>
<th>Cp (J/kg°C)</th>
<th>Density Kg/m³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>CH₄O</td>
<td>32</td>
<td>3.96e-4</td>
<td>1.470e3</td>
<td>791.8</td>
</tr>
<tr>
<td>Waste oil or Triglyceride</td>
<td>C₅₄H₁₀₄O₆</td>
<td>848</td>
<td>1.61e-2</td>
<td>2.2e3</td>
<td>883.3</td>
</tr>
<tr>
<td>Diglyceride</td>
<td>C₃₇H₇₂O₅</td>
<td>596</td>
<td>-</td>
<td>-</td>
<td>880</td>
</tr>
<tr>
<td>Monoglyceride</td>
<td>C₂₀H₄₀O₄</td>
<td>344</td>
<td>-</td>
<td>-</td>
<td>875</td>
</tr>
<tr>
<td>Biodiesel</td>
<td>C₁₈H₃₆O₆</td>
<td>284</td>
<td>1.12e-3</td>
<td>1.187e3</td>
<td>870</td>
</tr>
<tr>
<td>Glycerol</td>
<td>C₃H₉O₃</td>
<td>93</td>
<td>1.412e0</td>
<td>0238.6</td>
<td>1261</td>
</tr>
</tbody>
</table>
A hybrid hexagonal and trigonal mesh was carefully generated to capture the near-wall, steep-flow transition. It was comprised of 275,000 cells for the two chambers, in addition to the connecting tubing between the exit of the outer 1st chamber and inlet of the inner 2nd chamber, as shown in Figure 3.

Mesh Sensitivity Analysis

The mesh sensitivity study was performed on a non-reactive flow over three levels of mesh refinements in order to assess the solution mesh dependency. The fine, baseline, and coarse meshes were comprised of 2200K, 275K, and 34K cells, respectively. Flow quantify, such as total pressure drop, was in close proximity of the three meshes (8 Pas, 12 Pas, and 12.75 Pas). The total resident time was used as one of the important flow parameters that the reaction also depended upon. An order of 150 seconds was observed in the first chamber and 160 seconds in the second.

The finer mesh led to slightly lower residence time than the baseline mesh, suggesting the feasibility of the latter. A summary of the generated meshes and their flow data are listed in Table 3. The flow was injected at velocity beyond the laminar regime, ensuring the required homogeneous mixing of the reactants and avoidance of any mass transfer limitation. The mixture was entrained following a swirl and slow trajectory leading to the desired residence time.

Table 3. Summary of the Mesh Sensitivity Results

<table>
<thead>
<tr>
<th>Mesh level</th>
<th>Number of cells</th>
<th>Pressure Drop (Pas) and Rel. Error</th>
<th>Total Residence time: inlet to outlet (s) and Rel. Error.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>34,375</td>
<td>12.69; 34.3%</td>
<td>30.21; 12.4%</td>
</tr>
<tr>
<td>Baseline</td>
<td>275,000</td>
<td>9.93; 5.01%</td>
<td>27.24; 1.4%</td>
</tr>
<tr>
<td>Fine Mesh</td>
<td>2,200,000</td>
<td>9.45; ---</td>
<td>26.87; ---</td>
</tr>
</tbody>
</table>

Simulation Results

The flows simulated an ideal mixture of the two reacting species (methanol and biodiesel). Figure 3 shows the path-line trajectory, colored by the residence time and its velocity contours in the outer flow chamber. For the given reactor, the total particle transfer time of 0.75 m/s (Re = 500) was near 30 seconds, as depicted in Figure 4. This value was an order and a half of a magnitude higher than if the flow would have entered the reactor axially along the z direction (nearly 1 m effective length). A lower velocity flow entered the laminar regime leading to an inhomogeneous reactant mixture and two-phase flow of the immiscible reactants. Therefore, avoidance of the mass transfer limitation was only possible at high velocities, which ensured turbulence entry flow. As the mixture was entrained in a swirling and long trajectory, the reactivity was also enhanced, due to the longer residence time. Stoichiometry reactive flow was simulated at a corresponding three moles of methanol to one mole of WCO (mass ratio of 1:8.745).

The kinetic rate of these reactions in kmol/m$^3$-s is depicted in Figures 5 and 6. In general, the forward reactions dominated the backward reactions and favored the production of biodiesel. The most pronounced was the conversion of the TG to DG and FAME, which took place as soon the reactants were injected into the reactor and maintained within the entire reactor volume. The reverse reaction gained strength as the forward reaction slowed down but remained at an inferior rate compared with the weakest forward values, which were located near the outlet in the top reactor region. The DG reaction seemed to be more pronounced near the outlet region in both forward and backward reaction kinetics and the forward reaction was dominated volu-
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considering the incoming flow velocity (0.75 m/s) and the short length of the reactor chamber (0.30 m). Batch tran-
sesterification processes typically take two hours of pro-
cessing time with proper stirring, as shown in Figure 1. In
the work by Noureddini and Zhu [1], the batch react-
ion took several minutes to reach roughly 30% conver-
sion and nearly 100 minutes to near completion, while pushing
the reaction forward to a higher methanol TG molar ratio of
1:6.

Table 3. Species Molar Fraction under Ideal Conditions

<table>
<thead>
<tr>
<th>Port and ratio/species</th>
<th>C_{54}H_{104}O_{6} (WCO)</th>
<th>CH_2O</th>
<th>C_{18}H_{36}O_{2} (FAME)</th>
<th>C_{3}H_{6}O_{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>inlet</td>
<td>0.25</td>
<td>0.75</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>outlet</td>
<td>0.115</td>
<td>0.287</td>
<td>0.340</td>
<td>0.174</td>
</tr>
<tr>
<td>conversion*</td>
<td>54%</td>
<td>62%</td>
<td>55%</td>
<td>30%</td>
</tr>
</tbody>
</table>

*TG Conversion = (0.25-0.18)/0.25

Sensitivity Study

Modularity of the annular reactor facilitated sensitivity
studies over the different configurations and imposed flow
conditions. This included the effects of molar ratio, inlet
velocity and temperature, and reactor size. Results for the
influence of the increase in the methanol-triglyceride ratio
and increase in the inlet flow velocity are shown in Figure
9. As the molar ration increased, the rate of the forward re-
action became more dominant over the reverse reaction.
This was in accordance with the le chatelier’s principle,
which steers the reaction to consume the additional reac-
tants and towards more favorable equilibrium, thus more
methanol and TG conversions took place and resulted in
higher FAME yield. The velocity trend, however, was just
the opposite, as expected: higher velocity reduced the resi-
dence time, thereby lowering the conversion and the bio-
diesel yield.

The influence of inlet reactant temperature on the reaction
and the yield is depicted in Figure 10. As these reactions
were neither strongly exothermic nor endothermic, tempera-
ture had little effect. Also, no sensible enthalpy was gener-
ated, thus temperature reflected a unified trend and was also
less pronounced. It also may appear counter intuitive, but
the increase in temperature resulted in slightly lower con-
versions. This was due to the reversibility in these reactions,
which also fed both ways on the temperature according to
their activation energy. In general, irreversible reaction rates
increased with the increase in temperature, while reversible
reactions required an optimal value for the conversion and
the desired yield.

Results of the influence of reactor size are depicted in
Figure 11. It clearly shows the pronounced effect of reactor
length, which dominated the increase in the annular diam-
eter or width. This was due to the effective residence time,
which was greatly increased as the reactor was stretched
axially and continued to maintain the swirling momentum,
which was washed-out for wider-diameter reactors.

![Figure 9. Influence of Molar Ratio and Velocity on the Conversion of TG into FAME](image1)

![Figure 10. Influence of the Temperature on the Conversion of TG into FAME](image2)

![Figure 11. Influence of Reactor Length and Width on the Conversion of TG into FAME under Fixed-inlet Conditions (velocity and temperature)](image3)
Conclusions

A high fidelity reactive flow model based on CFD for transesterification was developed. The model was validated against experimental data for alcohol, TG, FAME, and glycerol yields obtained by Analytical GC/MS measurements. The model simulated the flow within a continuous upright annular reactor. Chemical kinetics of eight elementary reactions were used and the flow was assumed to be a single homogenous phase of multiple species representing the two reactants (methanol and triglyceride/lipid), the intermediates (di-glyceride and mono-glyceride), and products (biodiesel/FAME and glycerol). As the flow was injected circumferentially into the reactor’s annular chambers, it followed a swirling trajectory and resulted in an order of magnitude increase in residence time, compared to the tube-length transfer time.

A sensitivity study was conducted and showed that the conversion was also in favor of the excess amount of methanol as well as lower inlet velocity, as this was attributed to the longer reaction time. Temperature influence seemed counterintuitive, due to the inclusion of the reversible reactions; however, the influence was also less significant than other parameters such as molar ration and reactor size. The influence of reactor length was significant in enhancing the conversion of TG and the yield of FAME, as it also contributed to the increase in the reaction time. It was, however, more dominant than the increase in the reactor diameter/width. This work emphasized the role that each parameter (mixing of the flow, the excess methanol molar amount, geometry configuration, and temperature) played on the conversion of the TG and yield of biodiesel. Results of the simulation emphasized the advantage of efficient mixing of the flow, which reduced the additional methanol concentration, relaxed the downstream separation, and improved process economy.
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The elderly population of the world continues to grow and, therefore, creates a need for heightened safety measures. Smartphones have been broadly adopted throughout age categories and mobile applications are extremely useful during all types of daily activities; popular applications today not only target recreational uses, but also health tracking and awareness. As men and women over the age of 65 continue to lead active lives, a smartphone application that can detect falling incidents would be very useful. In this research project, a fall-detection application was developed that utilized the acceleration sensor embedded in most mobile devices. The application continuously monitored a person’s movement and checked multiple thresholds points for a fall impact. Upon impact, phone settings were utilized to communicate with a contact for immediate assistance. The algorithm was successfully implemented, based on the Android platform and its accuracy was tested with eight subjects, who performed 135 fall experiments overall. The measured sensitivity was calculated to be 92% and the measured specificity was 100%.

Introduction and Related Works

The life expectancy of the elderly population, specifically regarding those over the age of 65, continues to increase, thanks to better healthcare technology and available treatment options [1]. The median age increased significantly from 29.5 to 37.2 in the time period from 1960 to 2010, resulting in a 13% increase of the overall elderly population in the U.S. [2]. Therefore, different challenges for the elderly population were introduced to health professionals; these are commonly related to fatigue and incidents in addition to particular illnesses [1], [3], [4]. Among these identified incidents, falls represent one of the most frequent cases that challenges the elderly population. Although it is difficult to define a specific fall event and collect the fall-related reports, various studies have shown that almost 30% of elderly persons fall at least once a year [1], [3], a number that corresponds to more than 10 million elderly in the U.S., who would experience a fall incident within a year [2]. The consequences from falling can be fatal in extreme cases or can lead to serious health problems [1], [3]. Thus, several studies have focused on the causes, consequences, and prevention methods of falls in the elderly population [5-7].

On the other hand, fall detection methods have been explored increasingly during the last two decades. Although several techniques are commonly used to detect a fall incident, studies are often classified into two main groups: accelerometer/gyroscope-based and video-based [8-11]. While accelerometer-based sensors typically have to be carried by the subject on certain locations of the body, such as one’s waist, knees, or head, video-based systems suffer from complicated installation procedures and privacy issues that stem from monitoring [8-12]. In this paper, the authors focus on the application of accelerometer-based sensors, which rely on fluctuations in tilt and motion to detect a fall incident.

The majority of accelerometer-based fall detectors rely on 2D or 3D accelerometers and/or gyroscopes. In most cases, the location of the sensing device determines the accuracy of the system. Typically, multiple sensors in different regions of the body were employed in past studies and threshold-based fall detection algorithms were utilized [11], [13-15]. However, these prior works relied on the sensor to be fixed on the waist, which limited the practical use of the system. Commercial sensor boards were also implemented as wearable fall and posture detectors [16], [17]. Although all these systems reached high sensitivity and specificity levels, they either utilized more than one worn sensor or a limited, fixed location of the sensor itself.

Healthcare companies have also been working on efficient and affordable solutions that can help with a fall incident. Most of the products are simply push-button-activated emergency call systems in which users carry a wirelessly-enabled button, usually worn as a wristband, pendant, or belt clip, requiring button activation when the fall occurs. This signal simply activates a phone call to the healthcare unit and a 2-way telephone communication is established [18-20]. Sensitive floor mats have also been used to track a person and determine if he/she reached the bedroom door while traveling from the bed [21]. Some of the most common systems currently on the market are not phone-based applications and, hence, require a separate sensing system and charge a monthly fee. For example, The Brickhouse Alert Fall Monitoring System relies on a CST (Custom Sensors and Technology) sensing system with 24-hr service. Similarly, Link to Life Fall Detector, CST-L TL, and Prime Medical Alert Amber Select use the same technology [22], [23]. Each relies on a tilt sensor to detect a fall and has a device attached to the person, most commonly a pendant-
style device. One of the most complete devices is Halo Monitoring, which uses an accelerometer sensor similar to this smartphone application (App). It is worn on either the chest or on a belt clip and tracks vital signs, sleeping patterns, and activity levels. Caregivers are notified by user preference but the systems require a landline or computer for tracking.

While there are successful prototypes and products available today, almost all of the systems require significant attention by the user and feature rigorous installation procedures. An affordable and easy-to-use point-of-care solution for fall detection and notification has attracted significant interest. With recent advances in smartphone technology, researchers have been taking advantage of using embedded sensors that are readily available in the phone and have been developing algorithms for fall detection [24-27]. However, most of the algorithms currently require that the phone be kept in a certain orientation. Smartphone Apps such as T3Lab Fall Detection and Fade are free and utilize the accelerometer sensor built into the phone. The T3Lab App, which continuously runs in the background of the smartphone, allows an alarm to sound when a fall is detected. However, the App is very sensitive and can easily be false-triggered. The Fade App requires the user to turn it on and off and has a recovery feature that allows for movement beyond a potential fall impact.

With an aging population that features increasing numbers of adults over the age of 65 that remain independently living in their homes, the need for reliable fall detection is apparent. The convenience of a fall-detection App downloaded to one’s smartphone creates a sense of security, as daily activities are carried out without the need for any extra equipment. In this paper, the authors propose an Android-based smartphone as a platform for fall detection. The proposed algorithm is based on multiple thresholds including free fall, impact, orientation cross, and a long lie. The algorithm is able to successfully detect an occurring fall, regardless of the device’s orientation and placement. The proposed approach enables reliable and accurate fall incident monitoring through the utilization of smartphone applications by the elderly, which allows them to live independently in their own homes. Furthermore, the authors focus on the materials and methods of the fall-detection algorithm and test protocol.

Fall Detection Algorithm

The proposed algorithm was developed and tested using an HTC 4G LTE smartphone, which utilizes the Android 4.1.1 (“Jelly Bean”) operating system. The phone itself represents the current mid-level range of smartphones available to users, with an approximate price of $200 with carrier subventions. The program’s offline data storage system allows gathering of data in real time during program execution, with data processing available at a later time. A more in-depth description of the general Android application environment, which also features a simple interface suitable for a target population group and safeguards for real-life scenarios (e.g., setting a personal calling number instead of 911) can be found in the study by Oner et al. [27].

Acceleration data were collected using the device’s embedded accelerometer sensor in the fastest sampling mode, which was 50 samples per second (i.e., one sample every 20 ms). The overall geometric average of the acceleration points, A, in each direction was calculated using Equation (1):

\[ A = \sqrt{A_x^2 + A_y^2 + A_z^2} \]  

where,

\[ A_x = \text{acceleration in the } -x \text{ direction in m/s}^2 \]
\[ A_y = \text{acceleration in the } -y \text{ direction in m/s}^2 \]
\[ A_z = \text{acceleration in the } -z \text{ direction in m/s}^2 \]

An average was calculated for every 25 data points (approximately 500 ms). As a new data point was gathered, the oldest data point was discarded and a new average was calculated, implemented as a moving average. For example, at a point in time, where the \( data(i) \) was recorded, averaging for \( data(i-24) \) to \( data(i) \) was performed. The subsequent average calculation starting with the new data point \( i+1 \) would, hence, consist of the window of values from \( data(i-23) \) to \( data(i+1) \).

Increasing the window size would further smooth the data, but alter the information needed in order to detect the fall with the proposed algorithm. In addition to the sliding window that was used by the fall detection algorithm, a second long-term average was created to increase the algorithm’s accuracy. This average value of the overall data was generated and reset every 30 seconds (approximately every 1500 samples).

The fall detection algorithm itself was primarily based on three different thresholds that were evaluated successively in order to identify different fall characteristics, as illustrated in Figure 1. These thresholds were based on the magnitude of changes found in the data over a fixed time period, in combination with phone orientation changes. As an additional precaution, the algorithm also evaluated the impacts that would indicate a fall (i.e., hitting a surface trailed by a period of lying). It should be noted that several of the threshold values that were part of the algorithm were experimentally derived.
The initially filtered data were first evaluated against the long-term average data for a continuous decline, which was termed as the “Pit.” The Pit was set when the initially filtered data were 3% below the moving average data. The Pit threshold was reached if the real-time data went below 75% of the Pit’s value, which was the first indication of the fall. While checking for this threshold, an assessment of whether the overall average had increased over the overall average at the time the pit was set within one second from the time that the pit threshold was triggered. The algorithm checked for the impact that constituted a typical fall, once both previous triggers had been set. As soon as the person hit the floor surface, acceleration reached a maximum value, due to the impact. If this impact’s reported short-term moving average data were larger than 1.925 times the overall average and within 1.2 seconds after the pit threshold was triggered, the algorithm would trigger the Peak detection switch (see Figure 2). These values were experimentally derived and found to be accurate, as described in the results section.

Upon the trigger of the pit being set, a statistical analysis was performed. Once the data were below 75% of the overall average, the first point, $P_1$, was stored. Then, the next point, $P_2$, was stored when the data exceeded 75% of the data. Once both points were set and the data were greater than the overall average, the standard deviation and the percentage of data between the two stored points was calculated. The standard deviation was calculated using Equation (2):

$$s = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2}$$  \hspace{1cm} (2)$$

where,

- $N$ = sample size
- $x_i$ = the $i^{th}$ data value from the combined acceleration value
- $\bar{x}$ = the mean of the data gathered between the pit set and pit release points

Figure 2. A Representative Fall Event

The percent of data to each point is calculated as the statistical data if it reaches a critical value of 0.12, which triggers the statistical switch. If the algorithm detects an impact, where the statistical threshold is exceeded, a fall detection signal is generated. Another way of ensuring that the fall is detected is to evaluate the orientation of the phone or the sharpness of the free-fall signal. If a person falls, the phone would most likely be pointing in the z direction. The orientation of the phone would be checked to determine if the acceleration in the z direction is close to 1 g, which would trigger the orientation switch. On the other hand, the derivative of the signal is calculated after the pit is set. If the derivative of the acceleration in the z direction, $\frac{\partial A_z}{\partial t}$, is greater than 11 times the amount of the overall average, the rate switch is triggered.

If an impact after falling is identified or the data are determined to be close to the threshold, the algorithm evaluates whether a long-lie case is detectable. The data are considered close to the upper threshold if it rises above 1.75 times the overall average. In case of a longer time period after a fall, where a person lies, the acceleration magnitude becomes relatively stagnant (within 10% of a deviation from the overall average) for at least four seconds from the time of when the data breach the impact threshold or are close to that threshold (though other time periods could be facilitated in a straightforward manner). During the four seconds of evaluating the data, if the amount of data outside the 10% deviation is less than 20% then the long-lie trigger is activated. If the algorithm detects a time period of stagnant data, indicating a long lie, the orientation, and the rate of change correlates to a fall incident then a fall detection signal is generated (see Figure 2).
An idealistic representation of the typical data obtained and a representative sample of real-world data are illustrated in Figure 2. This test was performed, where the subject threw himself on a low bed, while the phone was in his pants’ pocket. The overall average and the moving average data were plotted. Corresponding threshold points were marked as the pit threshold, peak (impact), and long lie. The subset shows the axes crossing. A recovery algorithm was also implemented. Once the fall was detected, and if the original data stayed within 15% of the moving average, the subject was considered to be lying on the floor. However, if more than 35% of the data points for a certain time interval (the default was set to five seconds) were above or below the 15% range then the recovery switch was turned on. Depending on user preference, a fall with a recovery could be reported immediately or saved for future diagnosis.

Figure 3 shows a snapshot of the Android App that was used for the tests. Two sensors were implemented in the algorithm: a fall sensor and a pedometer. The pedometer was used to test the functionality of the phone’s embedded accelerometer [27]. Each threshold was prompted at the App screen to monitor the program’s progress. When a fall was detected, the App gave a pop-up message that a fall had been detected. The App would be simplified significantly for the end-user.

Human Subject Tests

It was a big challenge to evaluate a fall detector in real-world settings. Since it is ethically wrong to perform tests on elderly subjects, most studies focused on younger adults for experimental trials. Furthermore, there are no standard test scenarios that would be reasonable approximations for real-life simulations. Thankfully, some research groups have focused on developing test standards and evaluation metrics taking these considerations into account. Noury et al. [12], [28] developed a good set of scenarios that would generate both positive and negative fall events.

Simulated real falls were also studied to evaluate different algorithms in terms of the sensitivity and specificity settings [29], [30]. Using these definitions, the specificity (ability to detect only a fall) and the sensitivity (ability to detect a fall) of the fall detection device were evaluated. In evaluating falls, there could be four different decisions that could occur [12], [28]:

1. True positive (TP): A fall event occurs and the device detects it.
2. False positive (FP): No fall occurs but the device gives a fall detection signal.
3. True negative (TN): No fall occurs and the device does not give a fall detection signal.
4. False Negative (FN): A fall event occurs but the device does not detect it.

Sensitivity and specificity can then be defined as \( \frac{TN}{TN+FP} \) and \( \frac{TP}{TP+FN} \), respectively [12], [28]. Test scenarios adapted from the work by Noury et al. [12], [28] were used to assess the proposed fall detection system’s accuracy. The following scenarios were expected to trigger a fall event:

1. Backward fall
   a) ending sitting
   b) ending lying
   c) ending in a lateral position
2. Forward fall
   a) on the knees
   b) with forward arm protection
   c) ending lying flat
   d) with rotation, ending in the lateral right position
   e) with rotation, ending in the lateral left position
3. Lateral fall
   a) ending lying flat to the right
   b) ending lying flat to the left
4. Real-world backward fall
   a) assisted falling without letting the patient know the exact timing
The following scenarios were not expected to trigger a fall event:

1. **Syncope**
   a) a vertical slipping against a wall finishing in a sitting position
2. **Neutral**
   a) sit down on a chair then stand
   b) lie down on the bed then rise up
   c) walk a few meters
   d) bend down, catch something on the floor then rise up
   e) cough or sneeze

Real-world backward fall tests were performed using the method implemented by Klenk et al. [30]. In this test, subjects were held inclined backwards about 30 to 40 degrees and allowed to fall onto a mattress on the floor with the instruction of “try not to fall.” Subjects did not know when the fall would be initiated. This way, real-world backward fall situations were simulated and the results were used to optimize the fall detection algorithm. Subjects were chosen from healthy adults (a health survey was conducted) ranging from 20 to 40 years old. Consent forms were given to the subjects and experiments were initiated after they signed. The University’s Institutional Review Board (IRB) approved the experimental procedures. Each fall scenario was first demonstrated and then the subjects were asked to perform those scenarios by putting the phone into their front pants’ pocket. It should be noted that placement of the phone in different locations could yield different results. Real-world backward fall tests were only performed with the subjects that felt comfortable executing the scenario. Each subject was asked to perform the 11 positive and six negative fall executions described above. Data from each fall were recorded at the event and subsequently analyzed.

Eight subjects (six male and two female) evaluated the fall scenarios. The average age of subjects was 26.9 years with a standard deviation of 6.7. The average body weight of the subjects was 162.3 lb. with a standard deviation of 30.5. A total of 87 fall and 48 no-fall events were recorded. A set of fall event examples are given in Figure 4. More than 90% of falls were detected with the trigger of upper and lower thresholds and the statistical switches. Each data collection session started with a few seconds of preparation (clicking the button to start recording, putting the phone into the pocket, and waiting for a few seconds) and was followed by the execution of the event. Exemplary data captured from backward, forward, and lateral fall events are shown in Figures 4(a), 4(b), and 4(c), respectively. Fluctuations after the fall were due to the bouncing from the bed mattress that was positioned on a carpeted floor in order to limit the impact of the falls, as required by the experimental protocol that was approved by the IRB. These fluctuations were more prominent for forward and lateral falls. The steady portion of the data right after the fall was the long lie, where the subjects lie on the mattress for a few seconds. Figure 4(d) shows the data for bending, where a decline in the moving average occurs that triggers the pit threshold. However, the impact threshold was not exceeded. Similarly, sitting down did not trigger the impact threshold, even though the pit threshold was set; see Figure 4(e). The walking event had the periodical dips and hills that could be associated with pit threshold and impact switched; see Figure 4(f). However, since the impact was not high enough or the moving average did not go below a certain threshold, fall events were not recorded.

**Figure 4. A Representative Fall Event**

A summary of the success rate for the tests is given in Table 1. The overall sensitivity was calculated as 92% and the specificity was 100%. Sensitivity is defined as the ability to detect a fall, whereas specificity is defined as only detecting a fall [12], [28]. Therefore, specificity can only be calculated for no-fall events. On the other hand, sensitivity was calculated for actual fall events. Table 1 shows “N/D” for undefined cases.
While being able to avoid false positives would be the result of using a smartphone during activities of a person’s daily life, some falls were not detected by the algorithm. Overall, a contributing factor was the mattress that was required by the IRB to limit the impact of the experimental falls for the participants. While softening the fall for the volunteers, it also limited the maximum values that were obtained in the data gathering process from the accelerometer. Secondly, the volunteers themselves likely altered their “natural” fall behavior through event anticipation and appropriate precautionary activity as well as for conducting multiple experiments in a single setting. For the lateral fall scenarios, for example the lowest detection rate, the volunteers likely cushioned their fall before turning to their sides, which could have had a significant impact on the sensor readings obtained. It is highly anticipated that employing the algorithm in future studies with more volunteers will significantly increase the already high success rate.

## Conclusions and Future Works

In this study, a new fall detection algorithm was proposed that was implemented on an Android-based smartphone. Through various experiments, the algorithm was found to result in a sensitivity of 92% and a specificity of 100%. The algorithm was, in turn, very successful at not detecting false falls that could be derived from daily activities (such as sitting, walking, and bending). On the other hand, a high rate of success was achieved in the detection of real falls, while undetected falls were only the result of experimental limitations. As smart sensors and phone-enabled technologies are on the rise, the authors believe that this proposed work is timely and relevant [31-33]. The authors also believe that the algorithm presented will contribute to the use of smartphones as medical monitoring devices, specifically fall events. Current commercial devices are either very expensive or require a response from the patient in order to invoke the alarm system. Although a simple button can serve this purpose, in the case of a user of these systems losing consciousness or not being willing to seek help, the system will not be functional. Therefore, having a smartphone in their pockets can continuously monitor their movements and the response method can easily be adjusted on the phone. Response methods considered were to call 911 automatically, send a text, email, or initiate a phone call to either a local health unit or a relative.

Due to ethical and practical restrictions, the experiment was limited to a younger population than ultimately targeted. The distribution of the developed algorithm in the form of an Android App will be part of future works. The distributed App will afford crowd-source human subject trials without restrictions and provide further data for refinements of the algorithm. Other future works are directed to the evaluation of different phone positions and daily life scenarios, which could trigger a detected fall.
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Optimality Identification in Epidemiology Using Neural Networks

Samir Talssi, Hassan II University; Noura Yousfi, Hassan II University

Abstract

An optimal control methodology of drug therapy can produce a drug dosing strategy to reduce the cost of treatment, making patient healing faster or stabilizing his/her case. Some models of the controlled treatment of diseases such as HIV infection were proposed in different works. In this study, a neural network with a single hidden layer was used to identify the optimality of drug treatment of HIV infection of CD4+T-cells. The choice of a single hidden layer was justified. The training set was generated by a numerical simulation model of treatment through a semi-implicit finite difference method. The back-propagation algorithm was introduced to perform and demonstrate the effectiveness of this neural approach. The result of this study was a neural network able to mimic and predict the interaction between HIV and the immune system under drug therapy.

Introduction

The human immunodeficiency virus (HIV) is a lentivirus that attacks the immune system and causes the acquired immune deficiency syndrome AIDS. Under a VIH infection, the immune system weakens progressively to become paralyzed against any fatal opportunistic infections. CD4+T-cells are a type of white blood cells that play an essential role in the human immune system; unfortunately, they are an HIV replication key. Indeed, HIV is a retrovirus that requires cells from a "host" in order to replicate itself. CD4+T-cells are the hosts of HIV. HIV attaches to the CD4+T-cells, allowing the virus to get into the CD4+T-cells and then infect and damage them. As CD4+T-cells operate, the immune system becomes less effective and the human body becomes vulnerable to infections and diseases [1].

Some antiretroviral drugs are available nowadays that help the immune system in the prevention of HIV infection, but it is not possible to cure it. The use of reverse transcriptase inhibitors is one of the chemotherapies that opposes the conversion of RNA of the virus to DNA—reverse transcription—and leads to the minimization of viral population. Today, some antiretroviral drugs exist that help the immune system in the prevention of HIV infection. The use of reverse transcriptase inhibitors is one of the chemotherapies that opposes the conversion of RNA to DNA of the virus and leads to the minimization of the viral population, allowing the number of CD4+T-cells to remain high. Another antiretroviral drug is the protease inhibitor that prevents the generation of viruses from the infected CD4+T Actively-cells. This kind of therapy has prolonged life of the infected Individuals; however, the cost of the drug for this kind of treatment is high [2] and the side effects can be potentially severe. Therefore, the question is whether there exists a drug treatment schedule that can sustain a low viral load and a healthy immune system, while minimizing the amount of drugs used. This suggests an optimal control approach to treatment scheduling.

Significant efforts have been evidenced in the research literature on modeling of physiological and immunological response of HIV in individuals [3], [4]. Some models consider the dynamics of the CD4+T-cells and virus populations as well as the effects of drug therapy [5-7]; there are also some models that include an intracellular delay [8], [9]. Two optimal treatments of an HIV infection model were proposed [10]: one optimal control represents the efficiency of drug treatment in inhibiting viral production, while the other controls the efficiency in preventing new infections. Neuronal network with a single hidden layer was used to identify the optimality of this drug treatment.

Identification using neural network modeling permits a nonlinear multivariable process. The result of this identification seems a good compromise for systems that are difficult to model by conventional methods. A neural network has the ability to learn sophisticated nonlinear relationships and provide an ideal means of modeling complicated nonlinear systems [11-13]. In this paper, the authors describe the controlled mathematical model of HIV infection with two control terms [10], present the neural network model for identification, and discuss the identification result.

Mathematical Model of HIV Infection with Two Control Terms

An optimal therapy was presented by Hattaf and Yousfi [10] for minimizing the cost of treatment, reducing the viral load, and improving the immune response. The model incorporated the cure of infected cells [14]. Two controls that measure the efficiency of reverse transcriptase and protease inhibitors were used and two types of virus particles were included into the model to examine the effect of protease inhibitors.
Let \((x), (y), (v_I),\) and \((v_{NI})\) denote the concentration in \(mm^{-3}\) of uninfected CD4+T-cells, infected cells, infectious virus, and noninfectious virus, respectively. The model is given by the nonlinear system of differential equations, presented in Equation (1):

\[
\begin{align*}
\dot{x} &= s - dx - (1 - u_1(t)) \beta v_I x + ry \\
\dot{y} &= (1 - u_1(t)) \beta v_I x - (a + r) y \\
\dot{v}_I &= (1 - u_2(t)) ky + \mu v_I \\
\dot{v}_{NI} &= u_2(t) ky - \mu v_{NI}
\end{align*}
\]  

(1)

where,

- \(s\) = uninfected CD4+T-cells production rate
- \(d\) = uninfected CD4+T-cells death rate
- \(\beta\) = rate CD4+T-cells become infected by virus
- \(a\) = death rate of infected CD4+T-cells

and where, \(u_1(t)\) and \(u_2(t)\) and are the control functions; \(u_1(t)\) represents the efficiency of drug therapy in blocking new infection, so that infection rate in the presence of drug is \((1 - u_1(t)) \beta\); \(u_2(t)\) represents the efficiency of drug therapy in inhibiting viral production; and, \((1 - u_2(t)) k\) is the virion production rate under therapy.

Free virus production rate by infected cells at a rate \(k\) and cleared at a rate \(\mu\). Some infected cells may also revert to the uninfected state by loss of all cccDNA from their nucleus at a rate \(r\). The existence of an optimal control pair \((u_1, u_2)\) was demonstrated by Hattaf and Yousfi [10], [14] using a result by Fleming and Rishel [15].

**Neural Network for Identification**

Several types of neural networks exist; the difference between them is their size; and, in the case of layered neural network architectures, the number of layers in a network, the number of nodes per layer, and the number of connections. Neural networks can identify a non-linear correspondence \(y = F(x)\) during a learning phase; they can also learn how to correctly associate output patterns, \(y\), to input patterns, \(x\). It was proven by Fleming and Rishel [15] and Brattka [17], based on classic mathematical result of Kolmogorov [16], that for any continuous mapping \(f\) there must exist in a three-layer neural network having an input layer with \(n\) processing elements, a hidden layer with \((2n + 1)\) processing elements, and an output layer with \(m\) processing elements that exactly implements \(f\).

\[
f : [0,1]^n \subset \mathbb{R}^n \rightarrow \mathbb{R}^m
\]

This result gave hope that neural networks would turn out to be able to approximate any function arising in the real world. Cybenko [18] demonstrated that a three-layer neural network can approximate any continuous and multivariate function. Hornik et al. [19] continued this work. Therefore, a feed-forward neural network with one hidden layer (three layers) was implemented in order to identify the system (see Figure 1). The number of processing elements per layers was fixed using the Hecht-Nielsen theorem [20].

**Neural Approach**

The goal of this approach was to identify, using neural networks, the solutions of a controlled system (see Figure 1) with variables \(x, y, v_I,\) and \(v_{NI}\). The semi-implicit finite difference method was used by Hattaf and Yousfi [10] as a numerical algorithm and found interesting results, where were reproduced to construct a learning-basis network. A neural network was used for identification according to Figure 2.
Generation and Normalization of Training Data

Network learning using standardized data generated efficient results. Different methods can be used for data normalization, as shown by Shanker et al. [21], who represented two effective methods: linear transformation and statistical standards. Linear transformation was used in this current approach, with a slight modification. The principle of this method was simple: first, the minimum and maximum data were determined and then the data were converted using Equation (2):

\[ x \leftarrow \frac{(x - \text{min})}{(\text{max} - \text{min})} \]  

(2)

The following changes in Equation (3) allow values between \( HI (= 0.9) \) and \( LO (= 0.1) \):

\[ x \leftarrow \frac{(x - \text{min})}{(\text{max} - \text{min})} \ast (HI - LO) + LO \]  

(3)

**Network Generation**

The neural network used here was a feed-forward network with one hidden layer of sigmoidal nonlinearities. The results by Hecht-Nielson [20] were used to fix the number of neurons in the hidden layer and adjust this number in the simulation. The hidden layer was a full interlayer connected to both input and output layers, each neuron in the hidden layer was connected with all entries, and each network output was connected with all hidden neurons. Figure 3 shows a feed-forward network with one hidden layer of sigmoidal nonlinearities. In the input layer, the neurons have a linear activation function. In the output layer, the activations are sigmoid. All thresholds, \( \Theta_i \), and weights, \( w \), of the network were randomly initialized to small values between 0 and 1.

![Figure 3. Propagation Process in a Feed-forward Neural Network](image)

**Network Learning using a Backpropagation Method and Training Data**

The network’s learning was a stage that posed difficulties most of the time. The back-propagation algorithm was used in many cases to perform the network’s learning [22]; information or entries was propagated through the network from the input layer to the output layer. The modified back-propagation method presented by Vogl et al. [22] was employed in the training process to ensure and accelerate the algorithm’s convergence. In this version of back-propagation, the network weights are not updated after each pattern is presented. Rather, the weights are updated only after all training input patterns have been presented.

Changes in weight were calculated using Equation (4):

\[ \Delta w_{ji} (t+1) = \eta \delta_{pj} a_{pi} + \alpha \Delta w_{ji} (t-1) \]  

(4)

where, \( w_{ji} \) is the weight on the connection from input \( i \) to neuron \( j \); \( \eta \) is the learning rate; \( \alpha \) is the momentum factor; and, \( \delta \) is the error signal. The hidden neuron error signal \( \delta_{pj} \) is given by Equation (5):

\[ \delta_{pj} = a_{pj} (1 - a_{pj}) \sum_x \delta_{px} w_{xj} \]  

(5)

where, \( \delta_{px} \) is the signal error in the next neuron, \( x \); \( w_{xj} \) is the weight of the connection from hidden neuron \( j \) to the next neuron, \( x \); and, \( \delta_{pj} \) is the signal error in the output neuron, \( j \), given by Equation (6):

\[ \delta_{pj} = a_{pj} (1 - a_{pj}) (t_{pj} - a_{pj}) \]  

(6)

where, \( t_{pj} \) is the target value of output neuron, \( j \), for pattern \( p \), and \( a_{pj} \) is the actual output value of output neuron, \( j \), for pattern \( p \).

Figure 4 shows a schematic of the back-propagation algorithm used. The total error for all training patterns was calculated at any iteration. If the total error was reduced then the learning rate, \( \eta \), would be multiplied by a factor \( \phi > 1 \) for the next iteration. Otherwise, if the error was more than a few percent above the previous value, all changes to the weights would be rejected, \( \eta \) would be multiplied by a factor \( \phi < 1 \), and \( \alpha \) would be reduced to zero [22].

**Simulation Study**

The therapy can be described by four variables: \( x \), \( y \), \( v_I \), and \( v_{NI} \), denoting the concentration in \( \text{mm}^3 \) of uninfected CD4+T-Cells, infected cells, infectious virus, and noninfectious virus, respectively. First, a workforce of 2500 data...
points \((x, y, v_i, \text{ and } v_{NI})\) was generated using the semi-implicit finite difference method [10] and normalized. Of those, 2000 were used for learning the network and 500 to test network performance training. Finally, 1000 new data points were generated using the obtained network in order to validate and compare the identification results. The backpropagation algorithm was applied several times (in the best case, 25 times). Each time, the network settings were randomly reinitialized to give a new stimulus to the calculations. Figures 5-8 show the evolution of the concentration in \( \text{mm}^{-3} \) under controlled therapy.

The graphs show the predicted and originals values of \(x\), \(y\), \(v_i\), and \(v_{NI}\) obtained with the feed-forward neural network. Graphically, it is clear that the predictive values have the same behavior as the original; the small perturbation noticed was generated at a random initialization of the network parameters.

**Conclusion**

The life expectancy of patients infected with HIV has increased dramatically with the advent of antiviral treatment. In this paper, the authors presented a development of a new approach for the identification and prediction of optimal treatment of HIV drugs in numerical models of the en-
vironment using neural network techniques. The training data were generated using the data from Hattaf and Yousfi [10], and were normalized to converge back-propagation. This approach provides an independent perspective mechanism of ideas specific to the therapy and allows rapid understanding of the behavior of HIV during treatment; this speed will help us to make good decisions with the aim of reducing the cost of treatment and avoiding critical phases of the disease. There is no effective cure for HIV infection; existing treatments can only block the evolution of the virus in the body and maintain the balance between virus and defense system.

Among the identified risk factors, tobacco consumption is of paramount importance because it can be modified at the individual level. It turns out, however, that its control is difficult because of the existence of these psychosocial factors in persons living with HIV. This constraint, tobacco, will be added to the constraints of the approach in the authors’ next study on the control treatment of HIV stress from smoking.
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TUNING OF CASCADE CONTROL STRUCTURES SUBJECT TO PROCESS CONSTRAINTS

Constantine Tzouanas, Clear Lake High School; Minh Le, University of Houston-Downtown; Vassilios Tzouanas, University of Houston-Downtown

Abstract

In this study, the authors developed a method for the simultaneous tuning of proportional-integral-derivative (PID) controllers in cascade control structures, based on the concept of co-simulation. The uniqueness of the proposed method is the simultaneous design/tuning of the controllers in a cascade structure. The method is applicable to series as well as parallel cascade control. The controllers can be simultaneously tuned, while a performance criterion is optimized subject to process constraints. Important constraints include a controlled variable, a manipulated variable, and rate-of-change constraints [1]. The tuning method is independent of the PID controller type and accommodates controllers with proportional and/or derivative action on the error or process variable. It accounts for robustness in response to modeling errors by including constraints on the maximum sensitivity function. The performance of the proposed method was demonstrated using simulation and experimental runs.

Introduction

Cascade control has been extensively used in the process industries and is one of the most successful methods for enhancing single-loop control performance [2]. The first reported use of cascade control structures dates back to 1956 [3]. That application, a distillation column tray temperature controller (primary) cascaded to a steam flow controller (secondary), was termed as what is now known as series cascade control. A disturbance, or pressure drop on the steam supply line, affects the steam flow (secondary variable), which then affects the tray temperature (primary variable). However, there are applications where the disturbance affects both secondary and primary variables [4]. An example is the simultaneous (parallel) effect of a feed composition change on a tray temperature and product composition in a distillation column. In a two-level cascade control structure, there is an additional controlled variable and an additional controller, compared to a single-loop application. In spite of the added complexity and instrumentation costs, it may be beneficial to use cascade control. Krishnaswamy et al. [5] developed recommendations for when to use cascade control. Using first-order plus time-delay (FOPTD) models, they developed charts to show the extent of improvement possible with cascade control relative to single-loop control.

The design/tuning of the two controllers (typically of the PID type) is done in a sequential manner. With the primary (or master) control loop open, the secondary (or slave) controller is tuned. Then, with the secondary loop closed, the primary controller is tuned. By following this approach, a number of PID tuning methods have been used, ranging from the famous Ziegler and Nichols method to the most recent ones, which are based on the internal model control principle. Setpoint tracking and/or disturbance rejection could be defined as control objectives. For instance, parallel cascade control structures have been designed for disturbance rejection by Yu [6]. The design of parallel control structures capable of minimizing the interactions between the primary and secondary loops has also been considered by Brambilla and Semino [7] and Lee et al. [8]. From a servo-performance viewpoint, PID controllers have been designed by Lee and Park [9] to obtain a desired closed-loop response for the primary variable. Recently, Azar and Serrano [10] proposed an internal model control plus proportional/integral/derivative (IMC-PID) tuning procedure, which is based on gain and phase margin specifications of the two loops.

All of the previous methods consider the tuning issue in a sequential manner and are analytic in nature. Even though gain and margin specifications are considered in some cases, none of the aforementioned methods explicitly considers process constraints on the controlled and manipulated variables and the range of tuning parameters. Process constraints are important and meaningful to the practicing engineer and board specialists, who are responsible for the safe, reliable, and profitable operation of a process. In recent work, tuning of PID controllers was done subject to process constraints and the success of such an approach was demonstrated using simulation [1] and experimental studies [11]. In this current study, the issue of simultaneous design of controllers, subject to process constraints in a cascade structure, was addressed. The resulting tuning method was not analytic. Rather, it was model-based, independent of the type of PID controller, and could accommodate controllers with proportional and/or derivative action on the control error or process variable, and calculate tuning parameters by optimizaing a performance criterion subject to constraints.
Block Diagram of Cascade Control Structures

The block diagram representation of a series cascade control structure is shown in Figure 1. The secondary controlled variable affects the primary controlled variable. The objective of this structure is to eliminate the effect of the disturbance, which affects the secondary controlled variable before its effect is propagated to the primary variable. Typically, the secondary loop is tuned for disturbance rejection and the primary loop for setpoint tracking [6]. Figure 2 shows a block diagram representation of a parallel control structure. In such a structure, the manipulated variable and the disturbance affect the primary and secondary controlled variables through parallel paths [12]. For instance, the reflux (manipulated variable) affects both the tray temperature (secondary) and product composition (primary) controlled variables in the typical distillation column process example [4]. Likewise, through parallel paths, feed composition (disturbance) affects both the tray temperature and product composition.

![Figure 1. Schematic of a Series Cascade Structure](image1.png)

![Figure 2. Schematic of a Parallel Cascade Structure](image2.png)

In this current study, tuning of the secondary and primary controllers was done simultaneously, subject to constraints. In practice, robustness in response to modeling errors is of significant importance. The sensitivity function is a good measure for assessing closed-loop system robustness [13]. Thus, the sensitivity functions of the two loops will be among the constraints considered. Typically, tuning is done for maximum sensitivity values less than 2.0. Depending on what structure (series or parallel) is involved, the sensitivity functions are given by Equations (1)-(5). The controllers of the cascade structures are of the proportional/integral/derivative (PID) form. The tuning parameters of these two controllers (up to a total of six) are calculated by optimizing a performance criterion, subject to constraints based on the concept of co-simulation.

Secondary Loop (series or parallel):

\[
M_{s,s} = \max_{0<\omega<\infty} \left| \frac{1}{1 + G_{cs}(i\omega) \cdot G_{ps}(i\omega)} \right|
\]  

Primary Loop (series):

\[
M_{s,p} = \max_{0<\omega<\infty} \left| \frac{1}{1 + G_{sp}(i\omega) \cdot G_{pp}(i\omega) \cdot G_{sp}(i\omega)} \right|
\]  

where,

\[
G_{sp} = \frac{G_{cs} \cdot G_{ps}}{1 + G_{cs} \cdot G_{ps}}
\]

Primary Loop (parallel):

\[
M_{s,p} = \max_{0<\omega<\infty} \left| \frac{1}{1 + G_{sp}(i\omega) \cdot G_{pp}(i\omega) \cdot G_{sp}(i\omega)} \right|
\]  

where,

\[
G_{sp}(i\omega) = \frac{G_{cs}}{1 + G_{cs} \cdot G_{ps}}
\]

A Co-simulation Approach

For the sake of simplicity and by considering just a single loop, evaluation of control performance and tuning of the PID controller are done simultaneously over a desired time horizon, while a performance criterion is optimized and process constraints, meaningful to the practicing engineer, are satisfied. In simple terms, the co-simulation approach follows the steps shown in Figure 3. A process model is controlled using a PID controller. Initial tuning parameters are provided and the closed-loop system performance is evaluated over a desired time horizon for the expected setpoint and/or load changes. For instance, the Integral Absolute Error (IAE) could be used to measure system performance. Then, using an optimization algorithm and process constraints, the tuning parameters of the PID controller are updated and the process is repeated until the performance
criterion reaches a minimum value. Thus, by following this co-simulation-based approach, tuning parameters are obtained, which help ensure that process constraints will be satisfied prior to implementing them in the real process. This co-simulation approach has been used for the tuning of single-loop PID controllers subject to constraints [1], [11]. The same approach is now extended to simultaneously tune PID controllers in a cascade control structure.

Figure 3. PID Controller Design Using Co-simulation

Tuning of a Cascade Structure

The objective is not to replace but complement previously proposed analytic tuning approaches by directly considering important process constraints such as manipulated variable size and rate-of-change constraints, as well as constraints on the controlled variable and the tuning parameters. Manipulated variable constraints are meant to reflect the inherent capacity of the process to cause and/or reject change in the case of setpoint response or load disturbances, respectively. Controlled variable constraints are meant to meet desired objectives such as product quality constraints. Constraints on the tuning parameters are meant to limit the search space by utilizing experiential knowledge or analytical knowledge [1], [11].

Estimation of the tuning parameters is done by optimizing either the integral absolute error (IAE) or the integral square error (ISE) over a desired time horizon, \( t_f \). Other performance measures could also be considered. The performance criteria and the various constraints are mentioned next. Since there are two loops involved, there is a duplicate set of process constraints, one for the secondary loop and another one for the primary loop. The performance criteria used in this study, integral absolute error (IAE) and integral square error (ISE), are given by Equations (6) and (7), respectively:

\[
IAE = \int_0^{t_f} |e(t)| \, dt \\
ISE = \int_0^{t_f} e(t)^2 \, dt
\]

The controlled variable constraints are positional only and are shown in Equation (8):

\[ y_{LL} \leq y(t) \leq y_{UL} \]

Positional and rate of change constraints for the manipulated variables were considered. They are shown in Equations (9) and (10):

\[ m_{LL} \leq m(t) \leq m_{UL} \]
\[ \Delta m_{LL} \leq \Delta m(t) \leq \Delta m_{UL} \]

To limit the search space for appropriate tuning parameters and speed up convergence of the optimization algorithm, tuning parameter constraints were considered, as shown in Equations (11) through (13):

\[ K_{C,LL} \leq K_C \leq K_{C,UL} \]
\[ \tau_{I,LL} \leq \tau_I \leq \tau_{I,UL} \]
\[ \tau_{D,LL} \leq \tau_D \leq \tau_{D,UL} \]

To account for robustness against modeling errors, maximum sensitivity function constraints were considered, as shown in Equation (14):

\[ M_S \leq M_{S,UL} \]

The subscripts \( LL \) and \( UL \) stand for lower limit and upper limit constraints.

From an implementation viewpoint, the process models for the secondary and primary models were assumed to be first-order plus time delay (FOPTD). The Euler integration method was used to solve the resulting ordinary differential equations. For computer implementation, the discrete version of a velocity-type PID controller was used. The computer platform was Microsoft Excel and the Solver function with the GRG (gradient) optimization algorithm was used. The upper/lower limits for controlled and manipulated variables were process specific. The upper/lower limits for tuning parameters were set as multiple/fraction of the tuning parameters obtained using the IMC method [14].
Simulation Results

In this section, a number of simulation examples illustrate the proposed method. Series and parallel cascade structures were considered.

Example 1: Series Cascade

This process was also discussed by Lee and Park [9]. The FOPTD transfer functions are given by Equations (15)-(17):

\[
G_{pm}(s) = \frac{10.2e^{-6.17s}}{66.49s + 1} \tag{15}
\]

\[
G_{ps}(s) = \frac{2.988e^{-3.66s}}{13.98s + 1} \tag{16}
\]

\[
G_{ds}(s) = \frac{1}{100s + 1} \tag{17}
\]

PID controllers were used in both loops. A number of constraints were imposed on the controlled and manipulated variables, as shown in Table 1. Table 2 shows the range of the tuning parameters. The max/min values were set as a multiple/fraction of the tuning parameters obtained using the IMC methodology. The maximum sensitivity was set at 1.8 for both loops.

Using the previously described methodology, the primary and secondary PID controllers were tuned for a unit step change in the disturbance. PID controllers were used in both loops to obtain a direct comparison with the results obtained by Lee and Park [9]. The tuning parameters for the primary loop were: \(K_c=0.08\), \(\tau_I=68.56\), and \(\tau_D=3.40\). For the secondary loop, they were: \(K_c=0.93\), \(\tau_I=4.53\), and \(\tau_D=2.02\). Figure 4 shows a comparison of the system response to that obtained using the tuning parameters reported by Lee and Park [9]. These tuning parameters were: \(K_c=0.09\), \(\tau_I=90.53\), and \(\tau_D=18.2\) (primary loop) and \(K_c=0.883\), \(\tau_I=14.5\), and \(\tau_D=1.117\) (secondary loop).

Table 2. Tuning Parameter Range

<table>
<thead>
<tr>
<th>Loop</th>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>(K_c)</td>
<td>0.01</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>(\tau_I)</td>
<td>13.30</td>
<td>332.45</td>
</tr>
<tr>
<td></td>
<td>(\tau_D)</td>
<td>1.05</td>
<td>42.15</td>
</tr>
<tr>
<td>Secondary</td>
<td>(K_c)</td>
<td>0.05</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>(\tau_I)</td>
<td>2.66</td>
<td>66.40</td>
</tr>
<tr>
<td></td>
<td>(\tau_D)</td>
<td>0.08</td>
<td>3.22</td>
</tr>
</tbody>
</table>

Figure 4. Example 1: Primary-loop Response to a Disturbance Step Change

In Figure 4, the blue line (ML.PV) corresponds to the new tuning method, while the black line (REF.PV) corresponds to the tuning method reported by Lee and Park [9]. By simultaneously tuning the secondary and primary loops using the proposed method, the control system was capable of rejecting the disturbance; its performance also compared very well to that obtained using the tuning reported by Lee and Park [9]. However, when tuning a cascade control structure, the behavior of both loops must be considered. Figures 5 and 6 show how the manipulated variable of the primary
loop (setpoint to secondary) changes and how the secondary loop is capable of following this setpoint, respectively. Based on Figures 5 and 6, the proposed method required less movement in the manipulated variable and yielded a smoother response relative to the tuning reported by Lee and Park [9].

Figure 5. Example 1: Primary-loop Manipulated Variable Response to a Disturbance Step Change

Figure 6. Example 1: Secondary-loop Performance in Response to a Disturbance Step Change

The proposed method allowed tuning for disturbance rejection, setpoint tracking, or a combination of the two. For instance, the primary loop could be tuned for setpoint tracking and the secondary for disturbance rejection. Figure 7 shows the system response for a unit setpoint change in the primary loop and a unit disturbance change that enters through the secondary loop. In Figure 7, the setpoint was changed at time equal to 10, while the disturbance was changed at time equal to 500. The red line was the manipulated variable of the primary loop (setpoint to secondary) and is plotted against the secondary axis. The tuning parameters for the primary loop were: \( K_c = 0.071 \), \( \tau_I = 87.36 \), and \( \tau_D = 1.053 \). For the secondary loop, they were: \( K_c = 0.415 \), \( \tau_I = 5.635 \), and \( \tau_D = 0.08 \). Again, the system performance was quite satisfactory.

Figure 7. Example 1: Primary-loop Response to Setpoint and Disturbance Step Changes

Example 2: Parallel Cascade

This process was also discussed by Yu [6]. The FOPTD transfer functions are given by Equations (18) and (19):

\[
G_{pu}(s) = G_{du}(s) = \frac{1}{10 \cdot s + 1} \tag{18}
\]

\[
G_{ps}(s) = G_{ds}(s) = \frac{1}{20 \cdot s + 1} \tag{19}
\]

By optimizing the IAE subject to constraints, the tuning parameters for the primary loop were: \( K_c = 0.429 \), \( \tau_I = 4.00 \), and \( \tau_D = 0.091 \). For the secondary loop, they were: \( K_c = 4.373 \), \( \tau_I = 2.320 \), and \( \tau_D = 0.0 \). The active process constraint was the maximum rate of change of the secondary controller output, which was set equal to 6.0. Figure 8 shows the system response for a unit step change in setpoint at time equal 10 and a simultaneous unit step change in both disturbances at time equal to 125. This closed-loop performance (blue line, ML.PV) compared favorably with that reported by Yu [6] and reproduced in the same figure (red line, REF.PV). Figure 9 shows the manipulated variable of the primary control loop. The blue line corresponds to that obtained using the tuning reported by Yu [6]. Again, the new method required less movement in the manipulated variable and yielded a smoother response.

Experimental Results

The proposed tuning method was applied to the twin water tank experimental system reported by Tzouanas and Tzouanas [11]. Referring to Figure 10, the objective was to control the water level in Tank 2 using a series cascade configuration. The secondary loop controlled the level in Tank 1 by adjusting the voltage to the pump.
The transfer functions were obtained using step tests and are as follows:

Primary loop (tank 2 level):

\[ G_{p2}(s) = \frac{0.66e^{-0.08s}}{7.68s + 1} \]  

(20)

Secondary loop (tank 1 level):

\[ G_{p1}(s) = \frac{11.8e^{-4.23s}}{48.12s + 1} \]  

(21)

The units of levels are in cm, while those of voltage in VDC. The time is in seconds. The system was tuned for level 2 setpoint tracking. The tuning parameters of the primary and secondary PI-only controllers were obtained by minimizing the IAE. The active constraint was the maximum rate of change for the pump voltage, which was set at 0.17 VDC/s. The resulting tuning parameters for the primary loop were: \( K_c = 0.2015 \) and \( \tau_I = 8.575 \). For the secondary loop, they were: \( K_c = 0.145 \) and \( \tau_I = 22.603 \). The simulated closed-loop performance of the two loops is shown in Figure 11 (primary loop) and Figure 12 (secondary loop).

The performance of the PI controllers was also tested on the experimental system. The closed-loop behavior of the primary loop (tank 2 level) is shown in Figure 13. The size of the setpoint step change was 3 cm. The controlled variable (L2.PV) followed the setpoint (L2.SP) very closely. Figure 14 shows the performance of the secondary loop. Again, the controlled variable (L1.PV) closely followed the setpoint (L1.SP), which was determined by the primary controller. The manipulated variable [(L1.OUT (VDC)] was the voltage to the pump (plotted against the secondary axis). Based on the simulation and experimental runs for this twin...
tank system, the proposed tuning method resulted in very good closed-loop performance; but, most importantly, it allowed for the simultaneous tuning of the controllers and accounted for process constraints. Accounting for process constraints is important because it has a significant impact on the long-term reliability of real-life control systems.

Figure 13. Primary-loop Response to Setpoint Step Changes (experimental data)

Figure 14. Secondary-loop Response to Setpoint Step Changes (experimental data)

Conclusions

In this study, a method was developed for the simultaneous tuning of cascade control structures subject to constraints. The simultaneous design of such controllers is a unique contribution of this work. The new method followed the concept of co-simulation. The controller design was done by optimizing a performance criterion subject to process, robustness, and tuning parameter range constraints. The new method was applied to series as well parallel cascade control and its performance was demonstrated using simulation and experimental runs. Based on simulation runs, it could be concluded that the performance of the proposed method compared favorably to that of other widely used tuning methods.
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MARKOV DECISION PROCESS-BASED STRUCTURAL HEALTH MONITORING MODEL FOR CIVIL INFRASTRUCTURE SYSTEMS USING ENERGY-EFFICIENT WIRELESS SMART-SENSOR NETWORKS

Abayomi M. Ajofoyinbo, Texas Southern University; David O. Olowokere, Texas Southern University

Abstract

In this paper, the authors present a structural health monitoring (SHM) model for civil infrastructure systems (CIS) using energy-efficient wireless smart-sensor networks (WSSN), based on the Markov Decision Process (MDP). To further improve energy efficiency, the operation of the SHM system was characterized as a discounted, continuous-time MDP consisting of three states: sleep (or sensing), processing, and transmitting (or receiving). Moreover, to monitor the point in time of a state’s transition, this continuous-time MDP model was transformed into a discrete-time MDP model. Optimal results, in terms of the average optimal value of the sum of the expected total discounted energy consumption, was subsequently achieved. The conclusion was reached through an optimal analysis that this MDP-based SHM model would increase energy efficiency and may prolong the life of SHM applications.

Introduction

Structural health monitoring systems for civil infrastructure systems can be designed to collect real-time data on a continuous basis or at discrete points in time. By analyzing collected data with respect to dynamic response to excitations, the future performance of civil infrastructure systems can be predicted. A wireless smart-sensor network (WSSN) may be described as a wireless network consisting of independent smart-sensor nodes deployed spatially to monitor environmental or physical conditions. Since wireless smart-sensor nodes are typically battery-powered, energy conservation is vital for long-term monitoring of civil infrastructure systems. Even though several techniques for power harvesting have been presented in the literature, power consumption must still be managed to prolong the life of SHM systems. A wireless smart-sensor (WSS) node is made up of subsystems for power, computing, communication, and the physical sensors. The communication subsystem consumes more energy than the other subsystems. An important energy-efficient design goal is to reduce communications among wireless sensor nodes.

Researchers have investigated challenges of SHM systems with different research goals. For instance, Sim et al. [1] developed an efficient means of autonomous, long-term monitoring of cable tension using Imote2 Smart Sensors. A new displacement sensing system was developed by Park et al. [2] by incorporating wireless sensor technology into a multi-metric data-based algorithm. He et al. [3] presented an inter-encoding multi-swarm particle-swarm optimization (IMPSO) algorithm to optimally place multi-axial sensors onto large structures for modal identification. Moreover, Park et al. [4] presented a WSSN-based decentralized processing scheme for damage detection of buildings. This paper adopted a Damaged Induced Inter-story Deflection (DI-ID) model proposed by Koo et al. [5] and extended for use in a decentralized computing environment in the WSSN. Li et al. [6] developed a post-sensing time synchronization scheme to reduce the latency of data collection, while maintaining high synchronization accuracy of the collected data. A multi-hop bulk-data transfer approach was also implemented in order to achieve high data throughput. In an interesting contribution, Sim et al. [7] and Sim et al. [8] investigated a decentralized random decrement technique (RDT) for efficient data aggregation and system identification in wireless smart-sensor networks. A new decentralized data aggregation approach for system identification, based on the random decrement technique (RDT), was also presented in those papers.

Rice et al. [9] developed an opened-source framework for structural health monitoring using the design principles of service-oriented architecture. This technique provides a suite of services implementing key middleware infrastructure necessary to provide high-quality sensor data. Moreover, Jo et al. [10] presented the development of a hybrid wireless smart-sensor network to achieve a full-scale SHM system for civil infrastructure monitoring. This hybrid system provides power harvesting for sensor nodes, improved sensing application, decentralized data aggregation, and environmental monitoring. Cho et al. [11] analyzed the data collected from the 2nd Jindo Bridge, a cable-stayed bridge in Korea, and found that the WSSN-based SHM systems performed effectively in giving direct access to the physical...
status of the cable-stayed bridge. According to Rice et al. [12] and Jang et al. [13], SHM systems that are based on wireless smart sensors offered many advantages over the traditional wired-sensor systems. An example of the features that can be used to characterize a civil infrastructure system is the acceleration time history measured by accelerometers mounted on the structure. An SHM system is a decision system that has a knowledge base at the back-end and wired/wireless sensors at the front-end.

Markov Decision Process (MDP) models offer sequential decision making when outcomes are uncertain. In MDP models, choosing an action in a current state generates rewards and determines the state at the next decision epoch through a transition probability function. Moreover, a policy is a prescription for which action to choose at every future decision epoch, and decision epochs are points in time when a system executes action(s). The Semi-Markov Decision Process (SMDP) is an example of a continuous-time MDP. In SMDP models, decision epochs follow each state transition and the times between decision epochs are exponentially distributed. Researchers have characterized systems process as MDP or SMDP and investigated optimal policies in different problem domains. For example, Ajofoyinbo and Olowokere [14] investigated the problem of energy utilization in structural health monitoring and control of civil infrastructures. Ni et al. [15] investigated an optimal call admission control policy for non-priority schemes and reserved channel schemes in wireless mobile networks using an SMDP model.

Related Research

In an interesting contribution, Chen and Casciati [16] presented the development of a high-performance wireless data acquisition system designed for sensors used in structural health monitoring applications. A scheme for bridge construction safety and health monitoring based on wireless sensor networks was presented by Li and Yuan [17]. The use of an energy harvester to power wireless nodes for purposes of structural health monitoring was investigated by Cahill et al. [18]. Furthermore, Gu et al. [19] presented energy synchronized communications as a transparent middleware between the network layer and MAC (media access control) layer that controls the amount and timing of the radio frequency activity at receiving nodes. A comprehensive review of the recent literature on the various possible energy harvesting technologies from ambient environment for the wireless sensor networks was presented by Zhou et al. [20]. Fu et al. [21] investigated the problem of finding locations of sensor nodes, where there can be reliable diagnosis of the health of a structure, while consuming minimum energy during data collection. Recent technology developments in the field of bridge health monitoring using wireless sensor networks was introduced by Zhou and Yi [22]. Moreover, a power saving and energy optimization technique for wireless sensor networks was presented by Sendra et al. [23].

In another contribution, Zhou et al. [24] presented a method for processing data on-board, thereby saving significant power through reduced wireless transmission time. In an interesting contribution, Nagayama et al. [25] presented two complementary, reliable multi-hop communication solutions for monitoring civil infrastructure, namely: the general-purpose multi-hop, and the single-sink multi-hop. The problem of data congestion and excessive use of power while transmitting large amounts of data generated by large arrays of wireless smart sensors, due to limited bandwidth of wireless communication, was investigated by Jo et al. [26]. This paper presented decentralized approaches for reducing the information on individual nodes using the sensor node’s onboard computational ability.

In another interesting contribution, Nagayama et al. [27] presented the use of a limited number of high-sensitivity reference sensors to decrease the effect of noise in the estimation of cross-correlation functions. Basic properties of vibration-based structural health monitoring are that changes of structural properties will affect the vibrational response of the structure. The two aspects of vibration-based damage detection are: identification and extraction of vibration-related features, and correlation of features to the structural properties [28]. Two different states were compared: the baseline (or “undamaged”) state, and all subsequent states. All subsequent states were compared to the baseline state in order to ascertain the state of health of a civil infrastructure system. Such comparisons can disclose changes in the features of the civil infrastructure systems, which may reveal the occurrence, location, type, and relative severity of damage.

The development of an Imote2 sensor board with onboard signal processing designed for the demands of Structural Health Monitoring (SHM) applications was investigated by Rice and Spencer [29]. The paper presented the design and testing of the SHM Accelerometer (SHM-A) board, which interfaces with the Imote2 wireless sensor platform. Moreover, the design, development, and large-scale deployment and testing of scalable wireless sensor networks for structural health monitoring was presented by Pakzad et al. [30]. This new approach introduced key technology innovations, which included maximizing the effective network bandwidth with a large number of communication hops, and reliable command dissemination and data transfer for high-frequency sampling. Two discriminating factors in structur-
al health monitoring (SHM) were identified by Kim et al. [31], namely: the time-scale of the change and the severity of the change. This paper described a platform for indirect detection of structural state through measurement and interpretation of ambient vibration and strong motion.

Motivation and Problem Definition

Motivation for the Research

The research for this paper was motivated by the following factors:

a) The need to determine dissimilarity between values of baseline dynamic responses and subsequent measured dynamic responses of civil infrastructure systems to excitations.

b) The need to use (a) as a basis for decision making to reduce wireless data transmission(s), and thereby ensure efficient utilization of limited on-board energy resources.

c) The need to monitor the point in time of state transition in the MDP-based model, as indicators of underlying partial failure(s) in the wireless smart-sensor node(s), which may ultimately lead to energy waste.

Objectives of the Research

The objectives of the research were:

a) Formulate a decision framework for SHM systems.

b) Characterize SHM systems as SMDP, and subsequently transform this SMDP model into a discrete-time MDP in order to incorporate the on-board capability for detecting partial failures in wireless sensor nodes.

c) Combine (a) and (b) to achieve energy-efficient data transmissions.

d) Test the efficacy of the MDP-based SHM model.

Problem Definition

The notations (or abbreviations) used in this paper are presented in Table 1.

Sample Deployment of Wireless Sensor Nodes

An example of civil infrastructure systems considered in this study was a 2-way bridge on which wireless smart-sensor nodes were mounted to measure vibration (see Figure 1). Gateway nodes were installed on the bridge in a way that all wireless smart-sensor nodes could transmit in single-hop mode to the nearest gateway node. With the implementation of an energy-efficient routing protocol [32], however, the framework presented in this paper can be applied to general WSSN topologies and multi-hop transmissions. It should be noted that the communication range of a MICA2 wireless smart-sensor node is between 150 m and 300 m [33]. It is therefore expected that WSS nodes would be deployed in a manner that would provide adequate coverage of civil infrastructure systems, since structural vibration can occur at any location.

Table 1. Notations / Abbreviations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDP</td>
<td>Markov Decision Process</td>
</tr>
<tr>
<td>SMDP</td>
<td>Semi-Markov Decision Process</td>
</tr>
<tr>
<td>SHM</td>
<td>Structural Health Monitoring</td>
</tr>
<tr>
<td>CIS</td>
<td>Civil Infrastructure Systems</td>
</tr>
<tr>
<td>WSS</td>
<td>Wireless Smart Sensor</td>
</tr>
<tr>
<td>WSSN</td>
<td>Wireless Smart-sensor Networks</td>
</tr>
<tr>
<td>CREST</td>
<td>Center for Research Excellence in Science and Technology</td>
</tr>
</tbody>
</table>

Figure 1. Sample Deployment of Wireless Smart Sensors on a 2-way Bridge

Wireless smart-sensor nodes carry-out local data processing to reduce data transmission to the gateway nodes. In order to save battery life, gateway nodes are configured to be in sleep mode most of the time, and periodically check their hardware interrupts to determine occurrence of external events, such as incoming packets, that require attention. The watchdog and asynchronous interrupts logic remain powered-on when the gateway node is in sleep mode. This feature enables gateway nodes to wake and receive incoming packets from neighboring WSS nodes for onward transmission to a base-station (or control room).
Structural Vibration Measurements

Vibration represents wasted energy, which sometimes translates into movements that may cause damage to civil infrastructure systems. Structural vibration can be measured by accelerometers, which convert vibration into electrical signals. WSS nodes use integrated accelerometers to measure vibration-based dynamic responses of the bridge to excitations. Vibration-measurable characteristics include velocity and acceleration. Moreover, the vibration signal amplitude indicates the severity of the cause of vibration. Let $a(t)$ and $c(t)$ denote the mean square values of the signals $b(t)$ and $s(t)$, respectively, with $C_c$ in the range of -1 to +1.

The closer $C_c$ is to -1, the stronger the negative correlation; the closer $C_c$ is to +1, the stronger the positive correlation.

Notes on Criterion for Data Handling and Signal Correlation

In this study, the signals correlation analysis was used for pre-data handling in order to ascertain the need for further processing of measured dynamic responses. This analysis was necessary for energy preservation in the SHM model. On the one hand, if results of the cross-correlation analysis indicate that the measured dynamic response is not similar to the baseline dynamic response, then there is a need to invoke the data handling criterion in order to ascertain whether actual data transmission is necessary.

On the other hand, if results of the cross-correlation analysis indicate that the measured dynamic response is similar to the baseline dynamic response, then invoking the data handling criterion is not necessary. From Equation (4) above, values of $C_c$ in the range of -1< $C_c$<0 or 0<$C_c$<1 indicates that $b(t)$ is not similar to $s(t)$. In particular, $C_c=0$ indicates that $b(t)$ is totally different from $s(t)$. Dissimilarity can, therefore, vary from minimum to maximum values. Thus, depending on the level of dissimilarity, decisions are made in the SHM model regarding whether to discard the measured data or transmit the data.

Data-handling Criterion

The value of a signal can be modeled by the energy contained in that signal. The total-energy-over-time interval $k_1 \leq t \leq k_2$ in continuous-time signals $b(t)$ and $s(t)$, denoted as $M_1$ and $M_2$, respectively, are given by Equations (5) and (6):

$$M_1 = \int_{k_1}^{k_2} [b(t)]^2 dt$$

$$M_2 = \int_{k_1}^{k_2} [s(t)]^2 dt$$

The average power dissipated by signals $b(t)$ and $s(t)$ during the time interval $k_1 \leq t \leq k_2$ are given by Equations (7) and (8):

$$C_c = \frac{x_{12}(\tau)}{\sqrt{x_{11}(0)x_{22}(0)}}$$
\begin{align*}
y_1 &= \frac{1}{(k_2 - k_1)} \int_{k_1}^{k_2} |b(t)|^2 \, dt \\
y_2 &= \frac{1}{(k_2 - k_1)} \int_{k_1}^{k_2} |s(t)|^2 \, dt
d\end{align*}

where, \( y_1 \) and \( y_2 \) denote the average power dissipated by signals \( b(t) \) and \( s(t) \), respectively, as shown in Equation (9):

\[ W = y_2 - y_1 \text{ and } W > 0 \]  

(9)

where, \( W \) represents the net average power dissipated by signals \( b(t) \) and \( s(t) \).

A pre-data handling analysis on the signals was subsequently based on the criterion in Equation (10):

\[ W = \begin{cases} p_1 \leq W \leq p_3 \text{: discard measured data} \\
p_2 < W \leq p_3 \text{: transmit measured data} \end{cases} \]  

(10)

where, \( p_1, p_2, \) and \( p_3 \) define ranges for values of \( W \). Moreover, \( p_1, p_2, \) and \( p_3 \) are specified during initial characterization of SHM systems.

In this study, the output of the accelerometer was assumed to be in the range of \( 0.01(g) \) to \( \xi(g) \), where \( 0.01 \) and \( \xi \) denote the lower and upper bounds of the accelerometer’s output range, respectively. For purposes of decision making, the ranges of values of \( W \) were associated with the accelerometer’s output, as follows:

\( p_1 = 0.01, \ p_2 = 0.25\xi, \) and \( p_3 = \xi. \)

**SMDP Model**

An SMDP model typically consists of the following five elements: decision epochs, state space, action space, transition probability, and rewards. SMDP can be described mathematically via Equation (11) [36], [37]:

\[ SMDP = \{ T, S, A, p( j | s, a), z_i(s, a) \} \]  

(11)

where, \( T \) is a decision epoch set, \( S \) is a state set, \( A \) is an action set, \( p(j | s, a) \) is an action probability set, and \( z_i(s, a) \) is a lump-sum reward set.

The characterization of the SHM system, as a discounted SMDP, is presented in Table 2. The corresponding transition-rate diagram for this model is presented in Figure 2. In this model, \( \lambda \) and \( \mu \) denote positive-rate parameters for the sojourn time distribution in states during the “forward-sequence” and “return-sequence”, respectively. The sojourn time in the current state was assumed to be exponentially distributed, with the distribution function given as \( F(t(s, a)) = 1 - e^{-\alpha(s, a)t} \) and where \( \alpha(s, a) \) was a positive-rate parameter. \( F(t(s, a)) \) was the probability that the next decision epoch would occur within \( t \) time units of the current decision epoch, given that the WSS node chose action \( a \) in state \( s \) at the current decision epoch. State transitions occur at the end of sojourn period in the current state. The SMDP generated a sequence of rewards as it made its transition from state to state. A lump-sum reward was received in the current state upon choosing an action, and the process thereafter accumulated rewards at a continuous reward rate.

**Table 2. Characterization of the SHM System as a Discounted SMDP**

<table>
<thead>
<tr>
<th>Elements</th>
<th>Characterization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision epochs</td>
<td>Decision epochs are points in time when the SHM system executes action(s). That is, ( T = { t_1, t_2, t_3, \ldots, t_n } )</td>
</tr>
<tr>
<td>State space</td>
<td>A state occupies a state when it is totally described by the values of variables that define the state. Thus, the states are: state 1 (sleep or sensing), state 2 (processing), state 3 (transmitting or receiving). That is, ( s = { s_1, s_2, s_3 } )</td>
</tr>
<tr>
<td>Action space</td>
<td>In every state ( s ) and decision epoch ( t ), action ( a ) among members of the action set ( A ) is chosen. ( As = { a_1, a_2 } ) ; where ( a_1 ) represents action for transition from states ( s_1 ) to ( s_2 ) and ( a_2 ) represents action for transition from states ( s_2 ) to ( s_3 )</td>
</tr>
<tr>
<td>Transition probability</td>
<td>Choosing an action ( a ) in current state ( s ) at current decision epoch ( t ), the system state ( j ) at the next decision epoch is determined by the probability distribution ( p(j</td>
</tr>
</tbody>
</table>
| Rewards           | The immediate discounted rewards function, \( z(s, a) \), is given by \[
\begin{align*}
    z(s, a) &= x(s, a) \\
    &+ \int_{0}^{\infty} \sum_{k \in A} \left[ \int_{0}^{\infty} e^{-\beta c(j', s, a)} \cdot p(j' | t, s, a) \, dt \right] F(v | s, a) \, dv.
\end{align*}
\]

**Figure 2. Transition-rate Diagram for an SMDP-based SHM Model**
Problem Solution

The probability structure of the sojourn time in a state and the state transition for the SHM model consisted of two processes: the natural process and the Semi-Markov Decision Process [36]. Whereas the natural process models the state’s evolution of the SHM system as if it were observed continuously at all times, the Semi-Markov Decision Process models the evolution of the system only at decision epochs. This is shown by Equation (12):

\[ r(t, j \mid s, a) = p(j \mid s, a) F(t \mid s, a) \]  

(12)

where, \( r(t,j,s,a) \) is the joint probability that the state at the next decision epoch equals \( j \) and that the next decision epoch occurs at or before time \( t \) when action \( a \) is chosen in state \( s \) at the present decision epoch. In addition, \( p(j\mid s,a) \) is the probability that the embedded Markov Decision Process occupies state \( j \) at next decision epoch, given that action \( a \) was chosen in state \( s \) at the current decision epoch \( t \). \( F(t,s,a) \) is subsequently defined by Equation (13):

\[ F(t \mid s, a) \leq 1 - \gamma; \quad 0 \leq \gamma < 1, \quad t > 0 \]  

(13)

Rewards

For this study, rewards represented earnings from energy-efficient data transmission by wireless sensor nodes. The immediate rewards received in a current state consisted of lump-sum rewards and accumulated rewards at continuous reward rates. When the SHM’s system process chose action, it either received a lump-sum reward or paid a lump-sum cost. Moreover, the system accrued rewards (or incurred costs) at a continuous rate, as long as the natural process occupied state \( j' \), and action \( a \) was chosen in state \( s \) at the preceding decision epoch. For purposes of illustration, the unit of reward was \( \mu J \). For example, a reward of +1 represented earnings of \( 1 \mu J \) (i.e., \( 1 \mu J \) earned for efficient energy consumption for data transmission) and a reward of -1 represented a loss of \( 1 \mu J \). It should be noted that negative rewards indicated an energy loss, due to inefficient utilization of limited energy resources in wireless smart-sensor networks. Rewards were subsequently specified as follows.

Rewards when the SHM system’s process efficiently utilized energy resources. A lump-sum reward associated with the transmitting/receiving state was equal to 5, and the system’s process accumulated rewards between decision epochs at a continuous reward rate of 10.

Rewards when the SHM system’s process inefficiently utilized energy resources. A lump-sum reward associated with the sleep/sensing state was equal to -2, the system’s process accumulated rewards in the current state at a continuous reward rate of -2, and also accumulated rewards between decision epochs at a continuous reward rate of 10. A lump-sum reward associated with the processing state was equal to -2, and the system’s process accumulated rewards in the current state at a continuous reward rate of -10, and also accumulated rewards between decision epochs at a continuous reward rate of 10.

Consequently, the total discounted reward in the current state was computed using Equation (14):

\[ z(s,a) = x(s,a) + \sum_{j \in S} \int_{0}^{\infty} e^{-\eta t} c(j',s,a) p(j' \mid t,s,a) dt F(v \mid s,a) dv \]  

(14)

where, \( z(s,a), x(s,a), c(j',s,a), p(j' \mid t,s,a) \), and \( \eta \) denote immediate rewards received in the current state, a lump-sum reward, accumulated reward rates, the transition probability of the natural process, and the discount rate, respectively. Since the natural process in the SMDP model does not change state until the next decision epoch, then \( p(j' \mid t,s,a) \) was set to 1. Equation (14) can then be expressed as shown in Equations (15)-(17):

\[ z(s,a) = x(s,a) + c(j',s,a) \sum_{j \in S} \int_{0}^{\infty} e^{-\eta t} F(v \mid s,a) dv \]  

(15)

where, for example:

\[ z(s,a_{ab}) = x(s,a_{ab}) + c(j',s,a_{ab}) \int_{0}^{\infty} e^{-\eta t} F(v \mid s,a_{ab}) dv \]  

(16)

and:

\[ z(s,a_{ab}) = x(s,a_{ab}) + c(j',s,a_{ab}) \int_{0}^{\infty} e^{-\eta t} F(v \mid s,a_{ab}) dv \]  

(17)
In Equations (14)-(17), the integration is over the domain of the given sojourn time in the current states. The infinite horizon sum of the expected total discounted reward in the current states, starting from state 1 under stationary policy \( \pi \), is then given by Equation (18):

\[
v_\pi^\pi(s) = z(s,a) + \sum_{j \in S} e^{-\eta t} r(t, j | s, a) dt v_\pi^\pi(j)
\]

where, \( v_\pi^\pi(s) \) and \( v_\pi^\pi(j) \) denote the sum of the expected total discounted rewards in the current and next states (starting from state \( j \)), respectively.

Relationship between Continuous-time and Discrete-time MDP

Incidents that cause irregular vibrations occurring at random times and the sojourn time in each state of the SHM model—a random variable that is assumed to be exponentially distributed—enable us to characterize the SHM system’s process as SMMDP. In order to monitor the occurrence of partial failures in the wireless smart-sensor nodes, which may ultimately lead to transitions between the SHM’s system states, a need arises for transformation of the SMDP model into a discounted discrete-time MDP model. The approach by Puterman [36] was consequently adopted in order to achieve this transformation. The discounted state transition function \( \gamma(j | s, a) \), for \( j \in S \) and \( a \in A_j \), is given by Equation (20):

\[
\gamma(j | s, a) = p(j | s, a) \int e^{-\eta t} F(t | s, a) dt
\]

The integration in Equation (20) is over the domain of the given sojourn time in the current states. Moreover, Equations (19) and (20) transform the discounted SMMDP model into a discounted discrete-time MDP model. The state-dependent and action-dependent discount rate can be expressed by Equation (21):

\[
\beta(s, a) = \sum_{j \in S} \gamma(j | s, a)
\]

Thus,

\[
v_\pi^\pi(s) = z(s,a) + \sum_{j \in S} \gamma(j | s, a) v_\pi^\pi(j)
\]

This discounted discrete-time MDP version enables the SHM model to monitor the point in time of state transitions in relation to the completion of state-dependent activity, which is indicated by expiration of the sojourn time in a current state. The delay in the system’s process transition out of the current state into a next state, in spite of the expiration of the sojourn time in the current state, may be caused by a partial failure in either the software or hardware of the wireless smart-sensor nodes. The SHM model is, therefore, capable of self-detection of partial failures in smart-sensor nodes, which may ultimately lead to inefficient energy utilization. The state transition diagram of the discounted discrete-time MDP version is given in Figure 3.

![Figure 3. State Transition Diagram of the Transformed Model (discrete-time MDP version)](image)
\[ v^\pi_{\text{avg}}(s) = \lim_{n \to \infty} \left\{ \frac{1}{n} \sum_{n=1}^{n} \left( v^*_n(s) \right) \right\} \]  

(24)

where, \( i \) denotes the indexing variable and \( v^\pi_{\text{avg}}(s) \) denotes the average optimal value of following policy \( \pi \) over an infinite horizon in a current state. It should be noted that the SHM system’s process transits from state to state and continues to run in this manner infinitely. There is, therefore, a need to prove the convergence of \( v^\pi_{\text{avg}}(s) \) over the infinite horizon.

**Theorem.** If the system’s process runs over an infinite horizon consisting of \( i \) cycles, where, \( i = 1, 2, \ldots, \infty \), then the average optimal value of the sum of the expected total discounted rewards in the current states starting from state 1 is given by Equation (25):

\[ v^\pi_{\text{avg}}(s) = v^*_1(s) \]  

(25)

**Proof.** Let \( i \) denote the indexing variable for a number of cycles and \( v^\pi_{\text{avg}}(s) \) denote the average optimal value of the sum of the expected total discounted rewards in the current states starting from state one, as given by Equations (26)-(28):

\[ v^\pi_{\text{avg}}(s) = \lim_{n \to \infty} \left\{ \frac{1}{n} \sum_{n=1}^{n} \left( v^*_n(s) \right) \right\} \]  

(26)

\[ v^\pi_{\text{avg}}(s) = \lim_{n \to \infty} \left\{ \frac{n(v^*_n(s))}{n} \right\} \]  

(27)

hence,

\[ v^\pi_{\text{avg}}(s) = v^*_1(s) \]  

(28)

**Numerical Analysis and Discussion of Results**

The initial characterization of civil infrastructure systems provides a baseline model of the systems in an undamaged state. In order to achieve continuous monitoring, large amounts of data are normally generated by wireless sensor nodes deployed on civil infrastructure systems. For purposes of illustration, the maximum output of the accelerometers was 5g (\( \zeta = 5 \)), and the SHM system could realistically estimate sojourn time in each state. The SHM model was tested using two options: *Options A and B.*

**Option A:** The SHM system wakes from sleep and starts sensing excitations at decision epoch 1 then transits to the next state (*processing*). Depending on the outcome of the processing in state 2 at decision epoch 2, the system’s process can discard the measured data and transit back to the *sleep* (or *sensing*) state, or transit to state 3 (*transmitting or receiving*) for data transmission. If the system’s process transits to state 3 then, upon expiration of the sojourn time at decision epoch 3 (in state 3), the system’s process transits back to the *sleep* (or *sensing*) state. This is the scenario in which there is no delayed transition out of the current states. For this case, energy resources of the wireless smart-sensor nodes are efficiently utilized for data transmissions.

**Option B:** The SHM system wakes from sleep and starts sensing excitations at decision epoch 1. Upon expiration of the sojourn time in this current state, the system’s process should transit to a next state. However, the system’s process may fail to change state in a timely manner, due to partial failures in the sensor node. Similarly, at decision epoch 2 in state 2 (*processing*), the system may fail to change state in a timely manner, due to partial failures in the sensor node. Depending on the outcome of the processing in this state, the system’s process can either discard the measured data and transit back to the *sleep* (or *sensing*) state or transit to the *transmitting* (or *receiving*) state for data transmission. If the SHM system transits to state 3 then, upon expiration of the sojourn time in state 3 at decision epoch 3, the system’s process may transit or may fail to transit in a timely manner to the next state (*sleep* or *sensing*). This is the scenario in which there is a delayed transition out of the current states. For this case, energy resources of the wireless smart-sensor nodes are inefficiently utilized.

Results of the numerical analysis are presented in Tables 3 and 4, as well as Figures 4 and 5. The optimal values represent the maximum value of the sum of the expected total discounted rewards in each state, starting at state 1. The expected total discounted rewards in each state and the sum of the expected total discounted rewards starting from state 1 are presented in Tables 3 and 4.

<table>
<thead>
<tr>
<th>Table 3. Total Discounted Rewards in States at Decision Epochs [example case: ( W = 1.0 ) (values in ( \mu J ))]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>v(s)</strong></td>
</tr>
<tr>
<td><strong>v_1(s)</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>v_2(s)</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>v_3(s)</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Table 4. Total Discounted Rewards in States at Decision Epochs [example case: W = 3.5 (values in µJ)]

<table>
<thead>
<tr>
<th>v(s)</th>
<th>Options</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>Total</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>v₁(s)</td>
<td>A</td>
<td>1126.0</td>
<td>134.8</td>
<td>53.1</td>
<td>1313.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>-9.2</td>
<td>-1.7</td>
<td>0.5</td>
<td>-10.4</td>
<td></td>
</tr>
<tr>
<td>v₂(s)</td>
<td>A</td>
<td>134.8</td>
<td>53.1</td>
<td>187.9</td>
<td></td>
<td>187.9</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>-1.7</td>
<td>0.5</td>
<td>-1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>v₃(s)</td>
<td>A</td>
<td>53.1</td>
<td>53.1</td>
<td></td>
<td></td>
<td>53.1</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It should be noted that the results presented in Table 3 apply to all values of W in the range of 0.01 ≤ W ≤ 0.25 ξ, where ξ = 5. Similarly, the results presented in Table 4 apply to all values of W in the range of 0.25 ξ < W ≤ 5.

In particular, Table 3 shows the results for the case where the net average power dissipated was W = 1.0. Whereas Option A earned an expected total discounted reward of 56.4 µJ starting from state 1, Option B earned -5.9 µJ. Similarly, Option A earned higher expected total discounted rewards of 6.1 µJ, when the analysis started from state 2, while option B earned -0.9 µJ. These higher rewards implied higher energy efficiency in the SHM model. It should further be noted that W = 1.0 falls in the range in which the measured value of the dynamic response was not significant and the data should be discarded (i.e., no data transmission).

Moreover, Table 4 shows the results for the case where the net average power dissipated was W = 3.5. Whereas Option A earned an expected total discounted reward of 1126.0 µJ starting from state 1, Option B earned -9.2 µJ. Similarly, Option A earned higher expected total discounted rewards of 134.8 µJ, when the analysis started from state 2, while option B earned -1.7 µJ. Moreover, when the analysis started from state 3, Option A earned 53.1 µJ, while Option B earned 0.5 µJ. These higher rewards implied higher energy-efficient data transmissions by the SHM model. It should again be noted that W = 3.5 falls in the range in which the measured value of dynamic response was significant; hence, the sensor node transmitted the data to a gateway node.

Figure 4 graphically presents the sum of the expected total discounted rewards in all states at decision epochs starting from state 1. Whereas Option A earned a sum of the expected total discounted rewards equal to 1313.9 µJ in state 1, Option B earned -10.4 µJ. When the analysis was based on the system’s process starting from state 2, Option A earned 187.9 µJ in rewards, while Option B earned -1.2 µJ. Moreover, Option A earned 53.1 µJ, while Option B earned 0.5 µJ, when the analysis started from state 3.

Figure 5. Sum of Expected Total Discounted Rewards Starting from State 1 (W = 3.5)

The results further showed that Option A yielded optimal values of 1313.9 µJ, 187.9 µJ, and 53.1 µJ when the SHM system’s process started from states 1, 2, and 3, respectively.
The contributions of this study can be summarized as follows:

- A decision framework for the design and implementation of SHM systems using wireless smart-sensor networks that can offer energy-efficient data transmissions and, thereby, prolong the life of SHM applications. The SHM model presented in this paper is capable of detecting the occurrence of partial failures in wireless smart-sensor nodes that may systematically lead to inefficient utilization of limited energy resources. This detection mechanism may be utilized by designers of SHM applications to plan appropriate maintenance strategies for the SHM systems.

Conclusion

In this study, the authors investigated the problem of inefficient energy utilization for data transmissions in structural health monitoring (SHM) applications for civil infrastructure systems using wireless smart-sensor networks. The aim of the study was to improve energy efficiency in SHM applications. For this reason, a novel SMDP-based model was constructed for an SHM system. The SHM system was characterized as a discounted SMDP consisting of three states: sleep (or sensing), processing, and transmitting (or receiving).

In order to monitor the point in time of state transitions, the SMDP-based model was transformed into a discounted discrete-time MDP-based model. The efficacy of the MDP-based SHM model was subsequently tested via numerical analysis, which was implemented in MATLAB software. Optimal results in terms of the average optimal value of the sum of the expected total discounted energy consumption for data transmissions were obtained. An optimal analysis yielded the conclusion that the SHM model provided a decision framework for the design and implementation of SHM systems using wireless smart-sensor networks that can offer energy-efficient data transmissions.

In addition, the SHM model also provided the capability for detecting the occurrence of partial failures in wireless smart-sensor nodes that may systematically lead to inefficient utilization of limited energy resources. It was expected that the results may provide guidelines for the design and implementation of energy-efficient structural health monitoring systems for civil infrastructure systems.
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MODELING AND ANALYSIS OF VARIABLES AFFECTING PERFORMANCE OF A ROBOTIC MANUFACTURING CELL: AN INDUSTRIAL CASE STUDY

Julie Zhang, University of Northern Iowa; Ali Kashef, University of Northern Iowa; Mark Ecker, University of Northern Iowa; Elvis Alicic, University of Northern Iowa

Abstract

Automated robotic manufacturing cells are widely used in manufacturing companies, due to their many benefits. In this paper, the authors present an industrial case study that assessed the performance of a robotic manufacturing cell consisting of one FANUC robot centered between four CNC machines and a washer, and machining five different parts in a part family. Using two approaches, a specific computer language simulation using Simulation Language Extensible (SLX) and statistical regression modeling, the throughput of the manufacturing cell was predicted. Both of the approaches used six independent variables: machine downtime, off-plan time, setup time, weekly schedule requirements, scrap rate, and preceding operation output.

The comparison of the two prediction results found that the statistical regression model generated a more accurate performance assessment, while the SXL-based simulation had higher requirements on data, thereby leading to less accurate results. Additionally, the most significant factors impacting robotic manufacturing cell performance identified through the regression model were off-plan time and setup time. The goal of this study was to better understand and utilize the robotic manufacturing cell. Also, an integrated methodology should be proposed for analyzing the output performance of robotic manufacturing cells in general.

Introduction

Maintaining a sustainable manufacturing industry not only leads to quality jobs and societal prosperity, but also ensures a competitive economy and national security [1]. In the past few decades, advanced technological innovations have been implemented in manufacturing companies, allowing them to become more competitive in today’s global environment. Robotics is an advanced manufacturing technology, where automated machines replace human labor in the manufacturing process to conduct work according to predesigned routes. Robots today are found not only in automotive factories but also in industries such as food and beverages, pharmaceuticals, metals, and medical devices [2].

When a robot is used in hardware production, it is not uncommon for it to be organized and synchronized to work with other nearby machine tools. Often arranged in circular or linear fashion, called automated cellular manufacturing or ACM, robots can perform material handling, machine tending, loading, unloading, and inspection. ACM provides many benefits including reduced setup times, more efficient material handling, monitoring of work-in-process (WIP) inventory, reduced market response time, and better efficiency and quality in production [3]. These benefits, along with the robots’ high repeatability, reliability, and flexibility, have drawn many organizations to adopt robots into their processes, with the tendency that ACM is becoming increasingly more sophisticated [4].

Robots in machining operations tend to be highly dynamic and unique, due to differences in cells. This dynamic environment and uniqueness allow for multiple alternatives and possibilities from a planning and layout standpoint. These machines range from being set up in single or multiple operations to an entire family of parts. Planning and implementation of automated cells is difficult and requires extensive knowledge of the process characteristics that may or may not exist in manufacturing situations. Due to the dynamic nature of automated machining cells that use robots and perform various part manufacturing tasks, it is difficult to determine the factors that impact robots, which can result in lost time or productivity. A study of determining factors and evaluating robotic cell performance is needed to provide guidelines for planning layout configurations of automated machining cells. In this paper, the authors present a case study on the assessment of the performance of a robotic manufacturing cell. The goal was to provide insights into which factors are critical for modeling and planning robotic machining cells, leading to quicker delivery times, more flexibility, and better utilization of machine tools.

Literature Review

The cellular manufacturing system (CMS) has drawn a lot of research attention since it was first introduced onto the manufacturing floor. Manufacturing companies that use cellular manufacturing modules to increase productivity by reducing throughput time and WIP inventories must have an
accurate way of modeling and validating their project plans. Simulation of manufacturing cells has gained popularity in research for its ability to dynamically model complex systems. Simulations can help identify manufacturing constraints, such as bottlenecks, and help predict manufacturing cell performance. The result is an increased understanding of the process potential, better utilization of resources, and, accordingly, improved adaptation to changes in the process that positively affects productivity, flexibility, and efficiency. And, when used accurately and appropriately, simulations can greatly assist in the design and improvement of the new manufacturing cells and help validate methods and plans before they are implemented on the floor [5-12].

The design problem of the cellular manufacturing system was investigated by Ahkoon et al. [3] through the introduction of routing flexibility and alternate contingency routing, as well as alternate main routings. In addition, this study considered the trade-offs between increased flexibility and additional cost as a result of the contingency routings showing no significant increase in system cost with the additional routing flexibilities. Das and Abdul-Kader [5] proposed a dynamic multi-objective model of integer programming for designing a cellular manufacturing system that considered machine reliability and part demand changes over time, allowing alternative part processing routes that would maximize system reliability and minimize system costs.

Yazici [6] conducted a simulation-based study to determine the influence of volume, mix, routing, and labor flexibilities with respect to continuously changing demand in cellular manufacturing and job shops. The results of the study indicated that added routing flexibility leads to significantly shorter lead times (above 70 percent) with both low- and high-volume flexibility. In a study conducted by Djassemi [7], the discrepancy between flexibility and uneven machine utilization in manufacturing cells was examined through simulation modeling of a variable demand system and a flexible workforce environment. The results of the study indicated that use of flexible cross-trained operators can minimize load imbalance present in dedicated machines in manufacturing cells and improve flexibility with respect to unstable demand. By developing a mathematical model, Chang [8] incorporated multiple attributes of routing efficiency, versatility, and variety in order to measure routing flexibility.

Other studies looked at robotic cell scheduling and balancing of robotic movements in order to guide cell layout and improve process efficiency and flexibility. For example, Gultekin et al. [9] investigated a scheduling problem in a robotic cell with identical parts and a given number of machines. Their findings in the process flexibility of robot move cycles indicated that an optimal number of machines must be identified in order to reduce cycle time and increase throughput. The robotic assembly line balancing problem often impacts cell productivity, which is typically measured by throughput and cycle time. In certain robotic applications, robots are key factors in the process (such as the semiconductor industry) impacting productivity and where robotic programming methods become very important. Geismar and Pinedo [10] investigated throughput of a robotic cell used in a microlithography process that had a stochastic processing time for a semiconductor manufacturing industry. The distribution function of the robot’s sequence time was found and verified with simulation results and scheduling schemes were presented to improve throughput. Abd et al. [11] presented an algorithm that involved scheduling the robotic cell for assembly of multiple products. Using cycle time, total transportation time, utilization rate, and workload rate as performance measures, the study created a mathematical model for their industrial case study to effectively manage the scheduling of a robotic cell.

Using a robotic cell composed of three machines and a robot in the center of the cell, Shafiei-Monafared et al. [12] conducted a study that uniquely developed a flow-graph knowledge-based model to analyze cycle times when the part processing time was stochastic. Developing an effective knowledge-based system relies heavily on the quality of the domain knowledge of manufacturing. Today, capturing this domain knowledge remains a challenge to knowledge-based system developers. Different approaches were used in the simulations of the robotic manufacturing cell performance in the aforementioned studies. Although the evaluation methods involving the advanced algorithm were effective, they may have difficulties in implementation, due to the fact that industrial robotic cell performance evaluation is a complex problem. Using a standard, effective approach that can be easily carried out is preferred for most industrial applications. The following case study demonstrated how a standard method, a statistical linear regression model, could be used to identify the significant factors that impact manufacturing cell performance.

Case Study: Performance Evaluation of a Robotic Machining Cell

The aim of this study was to evaluate the performance of a robotic manufacturing cell by comparing the computer simulation modeling and statistical regression modeling results with the actual cell performance data on the performance measure of throughput. In addition, this study determined which factors were significantly affecting the accuracy of modeling in a robotic manufacturing cell. Lastly, based on the results, a practical methodology for modeling a robotic machining cell performance is proposed.
Robot-centered Machining Cell Layout

The manufacturing cell analyzed in this study consisted of one robot centered between four CNC machines and a washer, as shown in Figure 1. The cell was designed to produce a specific part family of roughly 12 different parts. In this study, the data from five different parts were used for computer simulation and statistical regression modeling. The parts were introduced into the cell through a pallet system holding a maximum batch of 36 parts. Likewise, the parts were released from the cell through a pallet system holding a maximum batch of 36 parts.

Robot Characteristics and Sequencing

The robot used in this cell was a FANUC R2000iB 165F. This is a standard, floor-mounted industrial robot suitable for material handling applications up to 165 kg in weight. This robot had six individual axes and was mounted on an external track, which gave it seven axes in total. Each axis was powered by a servo motor and the robot was connected to a controller. The end-of-arm tooling was a dual gripper design, capable of handling up to two parts at one time. The grippers were designed to handle all of the parts in the specific part family.

The robot programming capabilities were quite extensive and could change priority in real-time. The sequence had to be followed according to the order of operations. For M1 and M2, the robot would serve whichever machine was requesting a part and whichever machine the operator selected the robot to serve. If both machines requested and selected simultaneously, priority was given to M1. After the robot completed a full cycle with M1 being selected, the robot would serve M2. The main concern from a programming standpoint was to make sure the robot was not the bottleneck in the system.

Table 1 shows the robot sequencing in detail for startup of an empty cell. Once a steady state was achieved, the sequence of looping continuously from steps 27-48 remained. The sequence shows that there were actually seven parts in the system before one part was placed on the outgoing pallet. The capability of the robot programming allowed for this complexity in order to maximize the use of the machines and create a much more efficient cell. The use of dual grippers (GP1 and GP2) allowed for more flexibility and efficiency.

Parts Processing

The part was processed through four different operations in sequential order, as follows: operation 10 (OP10), operation 20 (OP20), operation 30 (OP30), and operation 40 (OP40). In order to balance the cycle times in the cell, machine 1 (M1) and machine 2 (M2) were identical and performed the same operation, OP10. The cell was capable of processing only one part number at a time. One operator was in charge of operating the cell and his responsibility included setting up machines, changing machine and robotic tooling, trucking in and out materials via the pallet system, performing inspection on all required features per designated frequency, and maintaining a clean and safe cell. For the parts studied, the processing times are presented in Table 1. The highlighted cells in Table 1 came from the constraint machine for the specific part because the processing time at these stations was the longest when parts A, B, C, D, and E were routed in the cell.

Table 1. Part Processing Times per Machine (minutes)

<table>
<thead>
<tr>
<th>PART #</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7.415*</td>
<td>7.415*</td>
<td>2.65</td>
<td>1.52</td>
<td>1.96</td>
</tr>
<tr>
<td>B</td>
<td>7.6*</td>
<td>7.6*</td>
<td>2.65</td>
<td>1.52</td>
<td>1.96</td>
</tr>
<tr>
<td>C</td>
<td>7.82</td>
<td>7.82</td>
<td>2.53</td>
<td>4.493</td>
<td>1.96</td>
</tr>
<tr>
<td>D</td>
<td>8.57</td>
<td>8.57</td>
<td>2.65</td>
<td>4.51</td>
<td>1.96</td>
</tr>
<tr>
<td>E</td>
<td>7.9</td>
<td>7.9</td>
<td>2.65</td>
<td>4.564</td>
<td>1.96</td>
</tr>
</tbody>
</table>

* M1 and M2 were two identical machines; therefore, the real processing time should be half of the value in the able.

Figure 1. Cell Layout

![Figure 1. Cell Layout](image)

Table 2 shows the robot sequencing in detail for startup of an empty cell. Once a steady state was achieved, the sequence of looping continuously from steps 27-48 remained. The sequence shows that there were actually seven parts in the system before one part was placed on the outgoing pallet. The capability of the robot programming allowed for this complexity in order to maximize the use of the machines and create a much more efficient cell. The use of dual grippers (GP1 and GP2) allowed for more flexibility and efficiency.
### Table 2. Detailed List of Robot Sequence – Startup of Empty Cell

<table>
<thead>
<tr>
<th>STEP</th>
<th>ROBOT TASK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Unload Part 1 From Inc Pallet GP1</td>
</tr>
<tr>
<td>2</td>
<td>Load Part 1 in M1 GP1</td>
</tr>
<tr>
<td>3</td>
<td>Unload Part 2 From Inc Pallet GP1</td>
</tr>
<tr>
<td>4</td>
<td>Load Part 2 in M2 GP1</td>
</tr>
<tr>
<td>5</td>
<td>Unload Part 3 From Inc Pallet GP1</td>
</tr>
<tr>
<td>6</td>
<td>Load Part 1 From M1 GP2</td>
</tr>
<tr>
<td>7</td>
<td>Unload Part 3 in M1 GP1</td>
</tr>
<tr>
<td>8</td>
<td>Load Part 1 on Drip Stand1 GP2</td>
</tr>
<tr>
<td>9</td>
<td>Unload Part 4 From Inc Pallet GP1</td>
</tr>
<tr>
<td>10</td>
<td>Unload Part 2 From M2 GP2</td>
</tr>
<tr>
<td>11</td>
<td>Load Part 4 in M2 GP1</td>
</tr>
<tr>
<td>12</td>
<td>Load Part 2 on Drip Stand2 GP2</td>
</tr>
<tr>
<td>13</td>
<td>Unload Part 5 From Inc Pallet GP1</td>
</tr>
<tr>
<td>14</td>
<td>Unload Part 3 From M1 GP2</td>
</tr>
<tr>
<td>15</td>
<td>Load Part 5 in M1 GP1</td>
</tr>
<tr>
<td>16</td>
<td>Unload Part 1 From Drip Stand1 GP1</td>
</tr>
<tr>
<td>17</td>
<td>Load Part 3 on Drip Stand1 GP2</td>
</tr>
<tr>
<td>18</td>
<td>Load Part 1 in M3 GP1</td>
</tr>
<tr>
<td>19</td>
<td>Unload Part 6 From Inc Pallet GP1</td>
</tr>
<tr>
<td>20</td>
<td>Unload Part 4 From M2 GP2</td>
</tr>
<tr>
<td>21</td>
<td>Load Part 6 in M2 GP1</td>
</tr>
<tr>
<td>22</td>
<td>Unload Part 2 From Drip Stand2 GP1</td>
</tr>
<tr>
<td>23</td>
<td>Load Part 4 on Drip Stand2 GP2</td>
</tr>
<tr>
<td>24</td>
<td>Unload Part 1 From M3 GP2</td>
</tr>
<tr>
<td>25</td>
<td>Load Part 2 in M3 GP1</td>
</tr>
<tr>
<td>26</td>
<td>Load Part 1 in M4 GP2</td>
</tr>
<tr>
<td>27</td>
<td>Unload Part 7 From Inc Pallet GP1</td>
</tr>
<tr>
<td>28</td>
<td>Unload Part 5 From M1 GP2</td>
</tr>
<tr>
<td>29</td>
<td>Load Part 7 in M1 GP1</td>
</tr>
<tr>
<td>30</td>
<td>Unload Part 3 From Drip Stand1 GP1</td>
</tr>
<tr>
<td>31</td>
<td>Load Part 5 on Drip Stand 1 GP2</td>
</tr>
<tr>
<td>32</td>
<td>Unload Part 2 From M3 GP1</td>
</tr>
<tr>
<td>33</td>
<td>Load Part 3 in M3 GP2</td>
</tr>
<tr>
<td>34</td>
<td>Unload Part 1 From M4 GP2</td>
</tr>
<tr>
<td>35</td>
<td>Load Part 2 in M4 GP1</td>
</tr>
</tbody>
</table>

### Table 2. continued

<table>
<thead>
<tr>
<th>STEP</th>
<th>ROBOT TASK</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>Load Part 1 in M5</td>
</tr>
<tr>
<td>37</td>
<td>Unload Part 8 From Inc Pallet GP1</td>
</tr>
<tr>
<td>38</td>
<td>Unload Part 6 From M2 GP2</td>
</tr>
<tr>
<td>39</td>
<td>Load Part 8 in M2 GP1</td>
</tr>
<tr>
<td>40</td>
<td>Unload Part 4 From Drip Stand2 GP1</td>
</tr>
<tr>
<td>41</td>
<td>Load Part 6 on Drip Stand2 GP2</td>
</tr>
<tr>
<td>42</td>
<td>Unload Part 3 From M3 GP2</td>
</tr>
<tr>
<td>43</td>
<td>Load Part 4 in M3 GP1</td>
</tr>
<tr>
<td>44</td>
<td>Unload Part 2 From M4 GP1</td>
</tr>
<tr>
<td>45</td>
<td>Load Part 3 in M4 GP2</td>
</tr>
<tr>
<td>46</td>
<td>Load Part 2 in M5 GP1</td>
</tr>
<tr>
<td>47</td>
<td>Unload Part 1 From M5 GP1</td>
</tr>
<tr>
<td>48</td>
<td>Load Part 1 on Out Pallet GP1</td>
</tr>
</tbody>
</table>

**Building of the Simulation Model**

The first phase of this study consisted of building a simulation model and assessing its predictability by comparing its results to actual production data. The simulations were executed for longer periods of time (greater than 20 weeks) across five different part numbers.

The simulation model was built using an internally developed interface specific to machining operations in the organization. The programming language used to run the simulation was called Simulation Language Extensible (SLX), a product of the Wolverine Software Corporation. SLX is a general-purpose simulation language similar to the C programming language and is known for its capability and extensibility. The way SLX conducts the simulation is through tracking of discrete events, based on the input data, and outputting statistical summaries. If a simulation model has no programming errors and does not predict actual cell performance well, then most likely the input data are either incorrect or lacking critical variables. It is very difficult to accurately simulate processes without accurate input data. In many cases, the data do not exist, due to a lack of system knowledge regarding data collected over longer periods of time. To determine critical factors affecting the performance of a cell, a cause-and-effect diagram was developed (see Figure 2). The following six independent variables, abstracted from Figure 2, were included as the input data in the simulation model to predict throughput performance, due to their relevance and availability.
• Machine Downtime
• Off-plan Time – (time spent doing things other than running the cell, such as meetings)
• Quality/Scrap Rate
• Total Setup Time/Number of Setups
• Weekly Schedule Requirements
• Preceding Operation Output

The data collection for these variables came from the corporate system software. Queries from the data system and certain departmental reports were utilized in acquiring the data for roughly two months, producing a sample size of 39. From the output of the simulation model, using the SLX platform, cell throughput for parts A, B, C, D, and E was compared with the actual production data in order to assess the accuracy of the simulation model. The comparison showed that the simulation model did not effectively predict robotic performance in terms of throughput (see Table 3). For example, the average daily throughput predicted from the simulation model for Part A, average number of parts unloaded per day, was 163.4. This estimated throughput was relatively close to the average daily throughput expectation of 220 that was based on the actual cycle time standard (ACTS) of 16.5, but the simulation results for the average daily throughput achieved, 77, were very different. The simulation results from SXL for part A is summarized in Table 4.

### Table 3. Summary of Throughput for Parts A through E

<table>
<thead>
<tr>
<th>PART #</th>
<th>ACTS</th>
<th>AVG Daily Throughput Expected</th>
<th>AVG Daily Throughput Simulated</th>
<th>AVG Daily Throughput Achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>15.6</td>
<td>220</td>
<td>163.4</td>
<td>77.0</td>
</tr>
<tr>
<td>B</td>
<td>16.0</td>
<td>220</td>
<td>156.5</td>
<td>94.3</td>
</tr>
<tr>
<td>C</td>
<td>10.5</td>
<td>180</td>
<td>140.8</td>
<td>75.4</td>
</tr>
<tr>
<td>D</td>
<td>11.2</td>
<td>180</td>
<td>124.1</td>
<td>58.6</td>
</tr>
<tr>
<td>E</td>
<td>10.1</td>
<td>180</td>
<td>134.6</td>
<td>68.9</td>
</tr>
</tbody>
</table>

### Table 4. Simulation Model Results for Part A

<table>
<thead>
<tr>
<th>General</th>
<th></th>
<th>50</th>
<th>500000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation Weeks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Demand (Parts)</td>
<td>7221</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loads</td>
<td></td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>Total Number of Parts Loaded</td>
<td>A</td>
<td>57221</td>
<td>Parts Loaded</td>
</tr>
<tr>
<td>Part Type</td>
<td></td>
<td>163.49</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Number of Parts Per day</td>
<td>A</td>
<td>163.49</td>
<td></td>
</tr>
<tr>
<td>Unloads</td>
<td></td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>Total Number of Parts Unloaded</td>
<td>A</td>
<td>57204</td>
<td>Parts Unloaded</td>
</tr>
<tr>
<td>Discarded Parts</td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Part Type</td>
<td></td>
<td>57204</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Number of Parts Per day</td>
<td>A</td>
<td>163.44</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Cause-and-effect Diagram
Building of the Statistical Regression Model

The second approach in this study was to predict cell performance using a multiple regression model. Throughput was modeled as the dependent variable together with six independent variables: machine downtime, off-plan time, scrap rate, setup time, weekly schedule requirements, and preceding operation throughput. Before the regression model was built, redundancy checks were performed to ensure no multicollinearity existed. Multicollinearity is normally checked through the calculation of tolerance or variance inflation factor (VIF), and the two checks will lead to the same conclusion—see Equations (1) and (2). A high tolerance (or low VIF) indicates little or no multicollinearity, with the cutoff value of tolerance higher than 0.20 or 0.1 and a VIF lower than 5 or 10 [13].

\[
Tolerance = 1 - R^2
\]

\[
VIF = \frac{1}{Tolerance}
\]

The results of the checks are shown in Table 5. All of the tolerance numbers in Table 5 are higher than the cutoff value 0.2, which indicated that little or no multicollinearity existed. The predictor variable that was most highly correlated with other predictor variables was preceding operation output, with a tolerance of 0.78. This was expected because this was another measure of output. The preceding operation was a manual manufacturing cell that fed parts to the robotic manufacturing cell in this study. The output produced in the preceding operation could be a critical factor of throughput of the robotic manufacturing cell, thus justifying its inclusion in the study.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Tolerance = 1 - (R^2)</th>
<th>(R^2)</th>
<th>Partial</th>
<th>Semipart</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off-plan time (hours)</td>
<td>1.0000</td>
<td>0.0000</td>
<td>-0.6448</td>
<td>-0.6448</td>
</tr>
<tr>
<td>Weekly schedule requirements (hours)</td>
<td>0.9948</td>
<td>0.0052</td>
<td>0.0728</td>
<td>0.0557</td>
</tr>
<tr>
<td>Scrap ($) last two years</td>
<td>0.9545</td>
<td>0.0455</td>
<td>-0.0024</td>
<td>-0.0018</td>
</tr>
<tr>
<td>Machine downtime (hours)</td>
<td>0.9776</td>
<td>0.0224</td>
<td>-0.1475</td>
<td>-0.1127</td>
</tr>
<tr>
<td>Preceding operation output</td>
<td>0.7847</td>
<td>0.2153</td>
<td>0.0297</td>
<td>0.0227</td>
</tr>
<tr>
<td>Setup time (hours)</td>
<td>0.9379</td>
<td>0.0621</td>
<td>-0.3430</td>
<td>-0.2622</td>
</tr>
</tbody>
</table>

Initially, a model with all of the variable effects combined was built. This model, shown in Table 6, only had two significant variables—setup time and off-plan time—besides the intercept, because all three items had small P-values. To ensure that the assumption of normality was valid, a normal probability plot was constructed to show the data distribution (see Figure 3). The plot shows no alarming concerns. Additionally, a predicted versus residuals plot (see Figure 4) was generated to check for constant variance. The graph shows the distribution of points to be generally spread equally and randomly around zero. Therefore, the assumption of constant variance (homoscedasticity) was valid.

Table 5. Results of the Redundancy Check

<table>
<thead>
<tr>
<th>Variables</th>
<th>Tolerance = 1 - (R^2)</th>
<th>(R^2)</th>
<th>Partial</th>
<th>Semipart</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>49762.81</td>
<td>49762.81</td>
<td>32.60159</td>
<td>0.000003</td>
</tr>
<tr>
<td>Scrap ($) last two years</td>
<td>4.34</td>
<td>4.34</td>
<td>0.00284</td>
<td>0.957811</td>
</tr>
<tr>
<td>Off-plan time (hour)</td>
<td>31417.45</td>
<td>31417.45</td>
<td>20.58281</td>
<td>0.000076</td>
</tr>
<tr>
<td>Setup time (hour)</td>
<td>5340.92</td>
<td>5340.92</td>
<td>3.49905</td>
<td>0.070574</td>
</tr>
<tr>
<td>Machine downtime (hour)</td>
<td>94.53</td>
<td>94.53</td>
<td>0.06193</td>
<td>0.805062</td>
</tr>
<tr>
<td>Weekly schedule requirements (hour)</td>
<td>0.09</td>
<td>0.09</td>
<td>0.00006</td>
<td>0.993827</td>
</tr>
<tr>
<td>Preceding operation output</td>
<td>367.86</td>
<td>367.86</td>
<td>0.24100</td>
<td>0.626835</td>
</tr>
</tbody>
</table>

Table 6. Multiple Regression Model – Results of All Effects (all input data included)

<table>
<thead>
<tr>
<th>SS</th>
<th>DF</th>
<th>MS</th>
<th>F</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>49762.81</td>
<td>1</td>
<td>49762.81</td>
<td>32.60159</td>
<td>0.000003</td>
</tr>
<tr>
<td>4.34</td>
<td>1</td>
<td>4.34</td>
<td>0.00284</td>
<td>0.957811</td>
</tr>
<tr>
<td>31417.45</td>
<td>1</td>
<td>31417.45</td>
<td>20.58281</td>
<td>0.000076</td>
</tr>
<tr>
<td>5340.92</td>
<td>1</td>
<td>5340.92</td>
<td>3.49905</td>
<td>0.070574</td>
</tr>
<tr>
<td>94.53</td>
<td>1</td>
<td>94.53</td>
<td>0.06193</td>
<td>0.805062</td>
</tr>
<tr>
<td>0.09</td>
<td>1</td>
<td>0.09</td>
<td>0.00006</td>
<td>0.993827</td>
</tr>
<tr>
<td>367.86</td>
<td>1</td>
<td>367.86</td>
<td>0.24100</td>
<td>0.626835</td>
</tr>
</tbody>
</table>

As this multiple regression model with all variables only has two significant variables (setup time and off-plan time) included, the backward and forward stepwise regression approaches were performed using a P-value of 0.15 as a cutoff value to include or remove a factor. The backward stepwise and forward stepwise procedures are shown in Tables 7 and 8. The regression model results from the two stepwise approaches indicated there were only two out of the six variables, setup time and off-plan time, significantly affecting the throughput of the robotic manufacturing cell.
Table 7. Multiple Regression Model – Backward Stepwise Results

<table>
<thead>
<tr>
<th>Steps</th>
<th>DF</th>
<th>F to Remove</th>
<th>P to Remove</th>
<th>F to Enter</th>
<th>P to Enter</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scrap ($)</td>
<td>1 1</td>
<td>0.0028</td>
<td>0.9578</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Off-Plan Time</td>
<td>1</td>
<td>20.5828</td>
<td>0.0001</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Setup Time</td>
<td>1</td>
<td>3.4991</td>
<td>0.0706</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Machine Downtime</td>
<td>1</td>
<td>0.0619</td>
<td>0.8051</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Schedule Requirements</td>
<td>1</td>
<td>0.0001</td>
<td>0.9938</td>
<td></td>
<td></td>
<td>Removed</td>
</tr>
<tr>
<td>Preceding OP Output</td>
<td>1</td>
<td>0.2410</td>
<td>0.6268</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Scrap ($)</td>
<td>2</td>
<td>0.0032</td>
<td>0.9553</td>
<td></td>
<td></td>
<td>Removed</td>
</tr>
<tr>
<td>Off-Plan Time</td>
<td>1</td>
<td>21.7460</td>
<td>0.0000</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Setup Time</td>
<td>1</td>
<td>3.8388</td>
<td>0.0586</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Machine Downtime</td>
<td>1</td>
<td>0.0657</td>
<td>0.7993</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Preceding OP Output</td>
<td>1</td>
<td>0.2634</td>
<td>0.6112</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Schedule Requirements</td>
<td>1</td>
<td></td>
<td>0.0001</td>
<td>0.9938</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Preceding OP Output</td>
<td>3</td>
<td>0.2799</td>
<td>0.6002</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Off-Plan Time</td>
<td>1</td>
<td>24.9175</td>
<td>0.0000</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Setup Time</td>
<td>1</td>
<td>4.0699</td>
<td>0.0516</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Machine Downtime</td>
<td>1</td>
<td>0.0662</td>
<td>0.7985</td>
<td></td>
<td></td>
<td>Removed</td>
</tr>
<tr>
<td>Scrap ($)</td>
<td>1</td>
<td></td>
<td>0.0032</td>
<td>0.9553</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Schedule Requirements</td>
<td>1</td>
<td></td>
<td>0.0003</td>
<td>0.9857</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Preceding OP Output</td>
<td>4</td>
<td>0.3071</td>
<td>0.5830</td>
<td></td>
<td></td>
<td>Removed</td>
</tr>
<tr>
<td>Off-Plan Time</td>
<td>1</td>
<td>27.6465</td>
<td>0.0000</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Setup Time</td>
<td>1</td>
<td>4.9802</td>
<td>0.0321</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Machine Downtime</td>
<td>1</td>
<td></td>
<td>0.0662</td>
<td>0.7985</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Scrap ($)</td>
<td>1</td>
<td></td>
<td>0.0018</td>
<td>0.9663</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Schedule Requirements</td>
<td>1</td>
<td></td>
<td>0.0014</td>
<td>0.9699</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Setup Time</td>
<td>5</td>
<td>4.8007</td>
<td>0.0350</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Off-Plan Time</td>
<td>1</td>
<td>33.2228</td>
<td>0.0000</td>
<td></td>
<td></td>
<td>In</td>
</tr>
<tr>
<td>Preceding OP Output</td>
<td>1</td>
<td></td>
<td>0.3071</td>
<td>0.5830</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Machine Downtime</td>
<td>1</td>
<td></td>
<td>0.0870</td>
<td>0.7698</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Scrap ($)</td>
<td>1</td>
<td></td>
<td>0.0000</td>
<td>0.9953</td>
<td></td>
<td>Out</td>
</tr>
<tr>
<td>Schedule Requirements</td>
<td>1</td>
<td></td>
<td>0.0080</td>
<td>0.9293</td>
<td></td>
<td>Out</td>
</tr>
</tbody>
</table>
Furthermore, the final regression model, including only the two significant input variables (off-plan time and setup time) as the independent variables, was built. The final regression model statistics are displayed in Table 9, where F(2, 36) = 16.915 and a very small P-value (<.00001), concluding that the model was significant in predicting the throughput of the robotic manufacturing cell. The multiple regression model also produced an R-squared value of 0.485, which showed that about half of the total variation in throughput could be attributed to these two variables, making them very good predictors of throughput quantity.

Table 9. Regression Statistics for the Final Regression Model

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>16.915</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>Multiple R</td>
<td>0.696458604</td>
</tr>
<tr>
<td>R Square</td>
<td>0.485054588</td>
</tr>
<tr>
<td>Adjusted R Square</td>
<td>0.455629135</td>
</tr>
<tr>
<td>Standard Error</td>
<td>37.50863699</td>
</tr>
<tr>
<td>Observations</td>
<td>38</td>
</tr>
</tbody>
</table>

The coefficients of the two predictors and their statistical tests are displayed in Table 10. The variables with statistically significant P-values (less than the cutoff 0.05) are: setup time and off-plan time. They were significant factors in predicting the actual throughput of the robotic manufacturing cell. The fitted regression equation is given in Equation (3):

\[
\text{Throughput} = 121.5 - 7.74T_{\text{offplan}} - 6.66T_{\text{setup}}
\]

(3)

Table 10. Regression Coefficients

<table>
<thead>
<tr>
<th></th>
<th>Coefficients</th>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>121.5252</td>
<td>12.0949</td>
<td>10.0477</td>
<td>0.0000</td>
</tr>
<tr>
<td>Off-Plan Time</td>
<td>-7.7380</td>
<td>1.3618</td>
<td>-5.6823</td>
<td>0.0000</td>
</tr>
<tr>
<td>Setup Time</td>
<td>-6.6603</td>
<td>3.1448</td>
<td>-2.1179</td>
<td>0.0350</td>
</tr>
</tbody>
</table>

The equation suggests that both off-plan time and setup time have a negative effect on throughput. The throughput was expected to decrease by 7.74 units with every unit increase in off-plan time, assuming that all other variables were constant. Likewise, throughput was expected to decrease by 6.66 units with every unit increase in setup time, assuming that all other variables were held constant. The prediction results of the regression model are listed in Table 11, which shows that the use of multiple regression modeling was much more accurate predicting throughput performance in a robotic manufacturing cell when compared to computer program simulation modeling. Table 11 also summarizes the performance between different modeling techniques.

Summary and Conclusion

Capacity and production planning can be greatly improved with accurate assessments of performance of robotic manufacturing cells. The ability to predict the performance of a cell is highly beneficial in project planning for new cells and integration of automated manufacturing cells. An inaccurate prediction used in decision making for imple-
mentation of new cells can cause organizations to lose a lot of time, resources, and money. This study focused on assessing the performance of a robotic manufacturing cell through computer language-based simulation modeling and general regression model building in an effort to determine the most significant variables that affect the performance of the cell, as measured by throughput.

- The comparison showed that the computer language-based simulation model was not predictive of actual output by consistently predicting much higher output amounts, but the statistical regression model performed better in terms of generating approximately close results.
- Investigations were performed using forward and backward stepwise approaches in order to determine the most significant factors affecting the throughput of a robotic manufacturing cell, which turned out to be off-plan time and machine setup time.
- It was also hypothesized that weekly schedule requirements are a significant factor of throughput. However, the results of the study showed otherwise.
- The practical implications of this study suggest that a lot of time is being spent doing setups and off-plan activities such as meetings, projects, and working in other areas, which negatively impact the productivity of manufacturing cells. These activities should be reduced as much as possible.

Table 11. Summary of Regression Prediction on the Throughput

<table>
<thead>
<tr>
<th>PART #</th>
<th>Avg Daily Throughput Expected</th>
<th>Avg Daily Throughput Simulated</th>
<th>Avg Reg Model Prediction</th>
<th>Avg Daily Throughput Achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>220</td>
<td>163.4</td>
<td>88.5</td>
<td>77</td>
</tr>
<tr>
<td>B</td>
<td>220</td>
<td>156.5</td>
<td>88.5</td>
<td>94.3</td>
</tr>
<tr>
<td>C</td>
<td>180</td>
<td>140.8</td>
<td>88.5</td>
<td>75.4</td>
</tr>
<tr>
<td>D</td>
<td>180</td>
<td>124.1</td>
<td>88.5</td>
<td>58.6</td>
</tr>
<tr>
<td>E</td>
<td>180</td>
<td>134.6</td>
<td>88.5</td>
<td>68.9</td>
</tr>
</tbody>
</table>

In a highly dynamic automated manufacturing cell, simulation modeling can be greatly beneficial for effectively and efficiently pinpointing bottlenecks and constraints in the process. However, the success of simulation modeling is highly dependent on the quality of input data. The majority of the time, when data do not exist, simulation modeling can be restricted. Therefore, simulation modeling presenting best-case scenarios and predictions may not be applied as a universal tool, when the lack of input data cannot be obtained or simulated. In the presented case study, the use of real data to build statistical models provided much more accurate results. As a result, an integrated methodology of simulation modeling and statistical regression modeling, that can provide more accurate predictions for planning future cells, is suggested.

Future work is recommended to include the study of the same group of variables, as well as additional quantifiable variables, over longer periods of time. Duplication of this study in other organizations and environments is encouraged. In addition, the use of an expert or knowledge-based system can be used to acquire accurate input data that may be used to create a more predictive simulation model.
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Abstract

According to the World Health Organization (WHO), hepatitis B kills more than 780,000 people each year. Another two and a half billion people are infected with the virus and 370 million have long-term chronic infections. In this study, the authors developed a new approach for optimal control of hepatitis B drug treatment using neural networks. A neural network was used as a tool for decision support that had to be taken at each step during treatment processing.

Mathematical models of hepatitis B drug treatment exist in literature; one of these models was used to implement this new approach and test its effectiveness. Inverse control models, network training is performed using pre-processed data generated through a semi-implicit finite difference method. The error back-propagation algorithm was used in the learning step in order to adjust parameters of the neural networks. Simulation provided interesting results, presented in the form of curves for easier comparison.

Introduction

The VHB (hepatitis B virus) is a highly contagious virus; 10 times more than hepatitis C and 100 times more than HIV. Hepatitis B is the 10th leading cause of death in the world. It is a viral infection caused by the VHB virus that attacks the liver and destroys liver cells with the appearance of cirrhosis or liver cancer [1-4]. Several mathematical models have been developed to understand the dynamics of VHB and its behavior facing a drug therapy [5-9].

In recent years, new techniques have been developed to identify and control the dynamic systems. Artificial neural networks (ANNs) is one of these techniques that has gained great attention in control applications. Its ability to identify a nonlinear system has been exploited in the synthesis of nonlinear controllers and to make a variety of control strategies. In this paper, the authors present a quick overview of neural networks. The approach used in this study consisted of the control of infection therapy, based on the support provided by neural networks. An optimal hepatitis B drug treatment model introduced by Hattaf et al. [7] was used as an example for testing the effectiveness of this approach in simulation studies.

Multilayer Neural Networks

Several types of neural networks have been introduced in the literature, but multilayer networks are most widely used in control applications. In a multilayer neural network (see Figure 1), the neurons are arranged in distributed layers between an input layer and an output layer.

Multilayer Neural Networks

Several types of neural networks have been introduced in the literature, but multilayer networks are most widely used in control applications. In a multilayer neural network (see Figure 1), the neurons are arranged in distributed layers between an input layer and an output layer.

Mathematical models of hepatitis B drug treatment exist in literature; one of these models was used to implement this new approach and test its effectiveness. Inverse control models, network training is performed using pre-processed data generated through a semi-implicit finite difference method. The error back-propagation algorithm was used in the learning step in order to adjust parameters of the neural networks. Simulation provided interesting results, presented in the form of curves for easier comparison.

Introduction

The VHB (hepatitis B virus) is a highly contagious virus; 10 times more than hepatitis C and 100 times more than HIV. Hepatitis B is the 10th leading cause of death in the world. It is a viral infection caused by the VHB virus that attacks the liver and destroys liver cells with the appearance of cirrhosis or liver cancer [1-4]. Several mathematical models have been developed to understand the dynamics of VHB and its behavior facing a drug therapy [5-9].

In recent years, new techniques have been developed to identify and control the dynamic systems. Artificial neural networks (ANNs) is one of these techniques that has gained great attention in control applications. Its ability to identify a nonlinear system has been exploited in the synthesis of nonlinear controllers and to make a variety of control strategies. In this paper, the authors present a quick overview of neural networks. The approach used in this study consisted of the control of infection therapy, based on the support provided by neural networks. An optimal hepatitis B drug treatment model introduced by Hattaf et al. [7] was used as an example for testing the effectiveness of this approach in simulation studies.

Multilayer Neural Networks

Several types of neural networks have been introduced in the literature, but multilayer networks are most widely used in control applications. In a multilayer neural network (see Figure 1), the neurons are arranged in distributed layers between an input layer and an output layer.

Multilayer Neural Networks

Several types of neural networks have been introduced in the literature, but multilayer networks are most widely used in control applications. In a multilayer neural network (see Figure 1), the neurons are arranged in distributed layers between an input layer and an output layer.

Mathematical models of hepatitis B drug treatment exist in literature; one of these models was used to implement this new approach and test its effectiveness. Inverse control models, network training is performed using pre-processed data generated through a semi-implicit finite difference method. The error back-propagation algorithm was used in the learning step in order to adjust parameters of the neural networks. Simulation provided interesting results, presented in the form of curves for easier comparison.
• The use of neural networks as an approximate to be surrounded by a control strategy [17], [18].
• The use of neural networks as controllers and classic controllers [19-22].

The Inverse Model of a Nonlinear System of Differential Equations

The inverse model using a neural network was trained to approximate a system inverse model, which provided the necessary control parameters to bring the system into a desired state. A dynamic system can be described by Equation (1) connecting its inputs to outputs:

\[ y(n+1) = f\left(y(n), ..., y(n-l+1), u(n), ..., u(n-m+1)\right) \]  

The system output, \( y(n+1) \), depends on the previous \( l \) values outputs and \( m \) previous values of the inputs. Equation (2) presents the form of the corresponding system inverse model:

\[ u(n) = f^{-1}\left(y(n+1), y(n), ..., y(n-l+1), u(n-1), u(n-m+1)\right) \]  

where, \( y(n+1) \) is unknown, but when substituted by a desired value such as \( y_d(n+1) \), Equation (2) can be rewritten as Equation (3):

\[ u(n) = f^{-1}\left(y_d(n+1), y(n), ..., y(n-l+1), u(n-1), u(n-m+1)\right) \]  

Control Based on a Recurrent Neural Network Inverse Model

Several types of neural networks can be used to present the inverse model [15], [23]. The static multi-layer perceptron networks offer the simplest solution; however, the representation of the dynamic aspect of the system remains a problem. The solution is presented by the application of delay to the input layer to overcome this gap. The solution allows the application of the traditional gradient backpropagation algorithm for multilayer network learning. Generally, there are two methods of feedback control topologies: direct architecture (see Figure 2) and indirect architecture (see Figure 3). Solid lines denote control signal flow loops, while dashed lines denote tuning loops.

In indirect architecture control (see Figure 2), there are two functions. In the identifier block, the neural network is tuned to learn the dynamics of the unknown plant; the controller block uses this information to control the system. In the tuning loops, the weight adjustment is made using an error gradient backpropagation algorithm.

Learning Algorithm: Error Backpropagation Gradient

The modified back-propagation method was first formalized in 1974 by Werbos [16] and later by Parker [24] and Rumelhart et al. [25]. It has since been modified in order to adapt to a given situation or to accelerate its convergence [18], [26]. The modified back-propagation method presented by Talssi and Yousfi [18] and Rumelhart et al. [25] was used to ensure and accelerate the algorithm’s convergence in the training step of the presented approach. In this version of back-propagation, the neural network weights were not updated after each pattern was presented. Rather, the weights were modified only after all training input patterns were presented (or after presenting some of the data); the change was made using the calculated error, as shown in Figure 4.

Changes in weight were calculated using Equation (4):

\[ \Delta w_{ji}(t+1) = \eta \delta_p a_{pi} + \alpha \Delta w_{ji}(t-1) \]  

where, \( w_{ji} \) is the weight on the connection from input \( i \) to neuron \( j \); \( \eta \) is the learning rate; \( \alpha \) is the momentum factor; and, \( \delta \) is the error signal. The hidden neuron error signal, \( \delta_{pi} \), was computed using Equation (5):

\[ \delta_{pi} = a_{pj} (1-a_{pj}) \sum_j \delta_{pj} w_{sj} \]
where, signal $\delta_{pj}$ is the signal error in the next neuron $x$ and $w_{xj}$ is the weight of the connection from the hidden neuron, $j$, to the next neuron, $x$. In the output neuron, $j$, signal error, $\delta_{pj}$, was computed using Equation (6):

$$
\delta_{pj} = a_{pj} \left(1 - a_{pj}\right) \left(t_{pj} - a_{pj}\right)
$$

where, $t_{pj}$ is the target value of output neuron $j$ for pattern $p$ and $a_{pj}$ is the actual output value of output neuron $j$ for pattern $p$.

![Figure 4. Error Backpropagation Algorithm](image)

**Neural Network Approach**

In the direct architecture of inverse control using neural networks (see Figure 2), the inverse control of drug therapy of hepatitis B is identified next. The inverse neural model’s identification begins by fixing the input vector (the number of delays in inputs and outputs). In a second step, the architecture of the network is selected (the number of hidden layers and the number of neurons per layer) using the results presented by Vogl et al. [26]. The network parameters were performed during the learning steps using the error backpropagation algorithm (see Figure 4). The objective was to control the state of the system, Equation (7), in order to reduce the cost of treatment and maximize the benefit represented by an objective function [8].

**Simulation Example**

To implement the proposed method, an example of a mathematical model for optimal hepatitis B treatment was introduced by Hattaf et al. [7]. This mathematical model contained the following variables: uninfected target cells (T), infected cells (I), and free virions (V). The model is given by the nonlinear system of differential equations shown in Equation (7):

$$
\begin{align*}
\frac{dT}{dt} &= \lambda - dT - (1 - u_1(t)) \beta VT, \\
\frac{dI}{dt} &= (1 - u_1(t)) \beta VT - \delta I, \\
\frac{dV}{dt} &= (1 - u_2(t)) \rho I
\end{align*}
$$

(T(0) = T_0, I(0) = I_0 and V(0) = V_0 are given)

The control $u_2(t)$ represents the efficiency of drug therapy in inhibiting viral production; the control $u_1(t)$ represents the efficiency of drug therapy in blocking new infections. The model parameters are: death rate of target cells (d), death rate of infected cells ($\delta$), clearance rate of free virions (c), rate of production of virions per infected cell ($\rho$), rate of infection of new target cells ($\beta$), rate of production of new target cells ($\lambda$).

**Simulation Results**

A Semi-Implicit Finite Difference Method (SIFDM) was described by Hattaf et al. [7] for obtaining the optimal control of the model in Equation (7). In this simulation, the SIFDM was used to generate learning data; the data were pre-processed, similar to how it was done in the study by Talssi and Yousfi [18], before starting the learning procedure. The training examples were the quintuplets (T, I, V, $u_1$, $u_2$), where T represented uninfected target cells, I represented infected cells, and V was a free virus. The triplets (T, I, V) were presented in the entries of the learning process and ($u_1$, $u_2$), the parameter of control, represented the target output.

The SIFDM and the neural network approach were implemented using C++. With 2000 training examples, the gradient backpropagation algorithm was successfully adjusted to the parameters of the network after several attempts. At each of these attempts, the network’s settings were randomly reinitialized to give a new stimulus to the calculations. Finally, the learning process was successful in achieving an acceptable accuracy. Using the semi-implicit finite-difference method, 300 training examples were generated for testing the network training performance. To validate and visualize the results of this approach, 1000 examples for (T, I, V) were generated by the SIFDM. Another 1000 training examples for ($u_1$, $u_2$) were generated using the obtained network. The results are compared in Figures 5 and 6.
With 1000 generated examples for \((u_1, u_2)\) using the networks, 1000 examples for \((T, I, V)\) were computed using the SIFDM. The results are given in Figures 7-9.

The hatched curves represent results obtained using the SIFDM method; the other continuous curves represent the results obtained using the ANN. The identification of the SIFDM using the ANN allowed for curves having the same behaviour in all of the figures. An important point is that the control parameters in this study represented the cost of treatment and it is clear that the curves in Figure 5 and 6 were generated by the ANN parameters representing the controls, which are often located below the curves generated by SIFDM. This means that the ANN can be a good tool for making decisions during treatment to reduce the cost of treatment.
The results shown in Figures 7-9 illustrate the neural network’s capability to identify and provide the right control parameters, which lead to the desired results. Figure 7 represents the rate of the infected cells and Figure 9 represents the rate of free virions; the decay of those curves over time illustrates the effectiveness of treatment. One of the drawbacks encountered in the implementation of this approach was the duration of the network’s learning phase; the convergence of the backpropagation algorithm was not always guaranteed, otherwise good modification of algorithm parameters and preprocessing training data [18], [27], [28] would reduce the learning time.

Conclusions

An inverse control approach based on neural networks was developed in this study to optimize hepatitis B drug therapy. The results of the proposed neural network approach were compared with an SIFDM simulation; no such study was found in the literature. The statistics calculated during treatments were approximate, though not exact, and the neural network was able to overcome the inaccuracy or the lack of data. Generally, most VHB-related deaths result from chronic infections and infections acquired during periods of perinatal and early childhood. Inclusion of the vaccine against hepatitis B in the national infant immunization programs could prevent up to 80% of VHB-related deaths. Until that time comes, an optimized drug treatment plan would be of great importance, and the integration of an approach like the one presented here is necessary. This approach can be used as a tool for fast decision making to optimize the cost and treatment time, which are due to the inaccuracy or the lack of data.
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